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Abstract

Batch monitoring is the sub-branch of statistical process monitoring that deals
with the statistical analysis of variations occurring in the data describing industrial
batch processes. Batch runs corresponding to the same recipe usually have different
duration. The data collected by the sensors that equip batch production lines reflects
this fact: time series with different lengths and unsynchronized events. Dynamic
Time Warping (DTW) is an algorithm successfully used in batch monitoring, too, to
synchronize and map to a standard time axis two series, an action called alignment.
The on-line alignment of running batches, although interesting by itself, gives no
information on the remaining time frame of the batch, such as its total runtime,
or time-to-end. We notice that this problem is similar to the one addressed by
Survival Analysis (SA), a statistical technique of regular use in clinical studies to
model time-to-event data. Machine learning (ML) algorithms adapted to survival
data exist, with increased predictive performance compared to classical formulations.
We apply a SA-ML-based system to the problem of predicting the time-to-end of
a running batch. We show a new application of DTW: the information returned
by open-ended DTW can be used to select relevant data samples for the SA-ML
system. We will see that there will be no adverse effect on predictive performance,
while there will be a decrease in computational cost compared to the same SA-ML
system that uses all the data available. We tested the system on a real-world dataset
coming from a chemical plant.
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Chapter 1

Introduction

If two people say a particular word, the chances are that it takes them different
time to pronounce it. A situation as typical as this brings out an attribute common
to many processes, both natural and artificial: different realizations of the same
underlying process can have different duration — which is usually the rule, not
the exception. From a human perspective, the example just stated hardly poses
any issues: saying now or nooow makes no difference in a conversation; we easily
recognize the word for what it is, now. A healthy human brain can extract relevant
information and match the two words effortlessly.

The thing gets a little trickier from the machine perspective: referring to the
example above, a difference in duration translates to different lengths of the recorded
audio signals. This difference makes the direct comparison of the two samples
not possible through standard matching procedures. For example, computing the
Euclidean distance between the vector representations of the audio signals is not
possible if the vectors have different length; an additional step is required to make
the two samples of the same length, and thus directly comparable.

The objective of having data samples of the same length is just one of the aspects
to take into account in such situations. For example, even in the presence of two
series of data with the same length, significant events in the series could happen at
different relative time positions, making it still difficult to compare them. Taking a
step further in these considerations, we could also examine the case in which the
process under examination is still occurring and ask ourselves: how long it will take
to complete?

These are some ordinary circumstances faced when dealing with series of data
with different length and unsynchronized events. Among others, these are some of
the same problems addressed in statistical process monitoring, the general topic in
which we can frame this work. In particular, we will look at the case of monitoring
a batch process.

Batch production is a common manufacturing technique for chemical, pharma-
ceutical, and food industries where a given product is realized in a stage-wise manner
following a given formula or recipe. Such a recipe defines rigorously the sequence of
steps that each batch run has to follow. Nonetheless, it is quite common that distinct
batch runs for the same recipe differ in several aspects, some of them time-related.
For example, the total duration or duration of the individual sub-phases can vary
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and, even in synchronized phases, significant events or alarms can happen at different
relative positions in time. The magnitude of such variations requires advanced pro-
cess monitoring techniques to ensure the consistency and the quality of the product,
to improve the safety levels of the plant, and to better understand and control the
process (H. Ramaker and Sprang 2004). This monitoring is, in turn, beneficial to
the process operations and planning, and can lead to overall improvements.

A particular branch of process monitoring is the aforementioned statistical process
monitoring: a set of techniques relying on mathematical tools that help to identify
and control variations in the production process, analyzing data coming from the
reactors. These data, collected from a large number of sensors, come with some
peculiar characteristics as a consequence of the temporal variability stated above,
affecting the analysis performed on them.

Many established statistical techniques for process monitoring, such as Multiway
Principal Component Analysis, require that the input data have equal length, that
for a batch process is its duration. As previously stated, even in case of the same
duration, significant events could be asynchronous, leading to problems during the
analysis, such as comparing different but synchronous events. These issues are
not unique to batch data: Dynamic Time Warping (DTW), which originated in
signal processing (Sakoe and Chiba 1978), is a widely successful and often adopted
technique to homogenize data with a different time frame to a standard duration and
synchronization of characteristics. An adoption to batch data is given, for example,
in (Kassidas, Taylor, and MacGregor 1998).

There exist different versions of DTW; two of them are the standard DTW
and the open-ended DTW. In batch monitoring, standard DTW is used to align
two completed batches, mainly during off-line analysis, when completed batches
are available. The aim of applying standard DTW, in this case, is to have data
samples with the same length and synchronized events. The open-ended version of
the algorithm is useful in on-line scenarios, where a running batch, therefore not
yet completed, is aligned to a prefix of a completed batch. As such, a comparison
between the running batch and a historical one is straightforward. Unfortunately,
such DTW alignment does not give any information on the remaining time frame;
for example, the time left before completion of the batch, the focus of this work.

We can look at the specific issue of establishing the time left until the completion
of a batch as a time-to-event modeling problem, usually addressed by techniques
such as Survival Analysis (SA). This statistical tool is a standard adopted technique
in clinical studies to model the time until the occurrence of an event of interest,
usually linked to the course of an illness. Many machine learning (ML) algorithms,
like the ones described in (Hothorn et al. 2005), have been adapted to handle survival
data, resulting in improved predictive performance over more standard techniques.

In this work, we address the problem of predicting the time-to-end of a running
batch, articulating the approach in two phases. We first check the feasibility of using
SA in the context of batch monitoring. After assessing this, we investigate if, by
applying DTW, it is possible to obtain any improvements regarding the predictive
performance or the computational cost of the analysis.

The final product of this work is a system combining DTW and SA that aims at
predicting the time-to-end of a running batch given historical information on the
process in a computationally efficient way. We apply DTW as a data-selection tool,
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not as a time normalization technique, or to compute a distance measure, like it is
usually used. We use the mapping information contained in the warping path, one of
DTW algorithm’s output, to select only a fraction of the data available. This data is
used to train a SA-ML-based algorithm that returns an estimate of the time-to-end
of the running batch. The proposed system results in a significant improvement of
the computational cost of the analysis compared to using all the data available to
train the same SA-ML-based model.

We have organized this work in three parts: part I (chapters 2 and 3) describes
dynamic time warping with some of its applications to batch process monitoring, and
survival analysis. This information will be useful to understand the content of part II
(chapters 4 and 5), that describes the system proposed in this work and the data used
to test it. Part III (chapters 6 and 7) discusses the results obtained and describes
the conclusions we drew about the applicability of and possible improvements to the
proposed approach.
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Chapter 2

Dynamic Time Warping and
Batch Process Monitoring

We briefly describe the Dynamic Time Warping (DTW) algorithm int his chapter.
After explaining the general idea behind it, we give more detailed information,
introducing relevant concepts and nomenclature. Our scope here is to give enough
information to know what DTW is, what is the idea behind it, and to describe its
main characteristics. We also give a brief review of current practice involving the use
of DTW in batch process monitoring at the end of this chapter. These descriptions
will help us in understanding better the role of DTW in the system proposed in this
work.

2.1 Introduction

Dynamic Time Warping (DTW) is the name of a class of algorithms usually used for
time series alignment. With the term alignment, we refer mostly to the homogeniza-
tion of two characteristics of the time series under examination: total length and
relative position of the events in the series. These phenomena, different duration
and presence of unsynchronised events, usually occur when there are differences in
local speed of the processes described (Spooner, Kold, and Kulahci 2017).

DTW originates from the field of spoken word recognition with the work of
Sakoe and Chiba (Sakoe and Chiba 1978): they proposed a dynamic programming
approach to the problem of removing non-linear fluctuations in the time axis of two
recorded audio signals representing two words to be matched. The fluctuations are
removed applying a non-linear function, the warping path: this is one of the outputs
of the algorithm that we will describe later in this chapter.

Generally speaking, DTW is a pattern-matching algorithm which finds an optimal
alignment between two time series that minimizes a suitably defined distance measure,
invariant under local stretching and compression of the time dimension (Giorgino
et al. 2009): the minimum distance computed between two warped time series is
the so-called DTW distance, the other output of the algorithm that we will describe
later.

The rest of this chapter is organized as follows: first, we describe the main
characteristics of DTW, introducing useful concepts and nomenclature. Then, we
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present the dynamic programming solution to DTW and the open-ended version of
the algorithm. Finally, we describe some of the applications of DTW to the field of
batch process monitoring.

2.2 DTW fundamentals
A general approach in comparing two or more entities is computing some dissimilarity
measure between them, like when we compute the euclidean distance between pairs
of vectors to establish what are the vector closer to a given one.

For two vectors u and v the Euclidean distance d is computed as

d(u,v) =

√√√√ K∑
k=1

(uk − vk)2 (2.1)

An implicit assumption in (2.1) is that the number of components of the vectors is
the same, namely, K.

Suppose now that we want to compare two sequences of values, let them be time
series objects:

Y = (y1, y2, . . . , yN ) = {yt}t∈{1,...,N} (2.2)
X = (x1, x2, . . . , xM ) = {xt}t∈{1,...,M}

of length N,M ∈ N respectively. The assumption stated above about Equation (2.1)
is usually not fulfilled when dealing with time series data: N and M in (2.2) could
differ, making the computation of the distance in (2.1) impossible. A graphical
example of such situation is presented in Figure 2.1

Simple ways to overcome this problem include brute force cutting of the more
extended series, or linear transformations of the time axis in order to stretch
(compress) the shorter (longer) series to match the length of the longer (shorter) one
(Spooner, Kold, and Kulahci 2017). The first approach, cutting the more extended
series, does not take into account variation in the local time of the series. The second
approach, linear transformation of the time axis, assumes that such variations in the
local time are present, but occur uniformly throughout the series. Both approaches
have been shown to perform poorly in pattern recognition scenarios (Sakoe and
Chiba 1978): we loose too much information with one approach, or we introduce an
unrealistic assumption with the other one.

Unlike the approaches discussed above, DTW realizes a non-linear warping of
the two series: the two time axis are locally stretched and compressed in order to
make one series resemble the other as much as possible (Giorgino et al. 2009). Figure
2.2 graphically shows the mapping between the two series presented in Figure 2.1,
aligned via DTW.

The final result of applying DTW is time normalization of the two series under
examination: the warped series have the same length, and events are synchronized
as much as possible. In practice, this warping is realized replicating every point of a
time series as many times as the number of points in the other series to which DTW
maps it. Figure 2.3 makes this action more clear.
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Figure 2.1. Example of two time series relative to the same phenomenon, but with different
length: N = 15, M = 8.

Once the two time series have the same length and the events are matched, i.e.,
they are aligned, it is possible to compute the euclidean distance between them.

The minimum distance over every possible alignment is the so-called DTW
distance, one of the outcomes of the algorithm together with the mapping between
the series corresponding to the optimal alignment, the warping path.

We can interpret the DTW distance as the stretch-insensitive measure of the
inherent difference between the two time series (Giorgino et al. 2009) while the
warping path contains information on the local distortion of the time axes. It also
acts as a mapping between the two series, relating similar regions with each other.

The following section presents a more formal description of the details of the
algorithm.

2.3 Formal description of DTW
This section formally introduces the standard symmetric DTW algorithm, describing
how it is possible to compute the DTW distance and to determine the optimal
alignment between two time series.

Let’s consider again the time series in 2.2:

Y = (y1, y2, . . . , yN )
X = (x1, x2, . . . , xM )

with length N,M ∈ N respectively. The two sequences are supposed to be sampled
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Figure 2.2. DTW mapping.

Figure 2.3. Visualization of the warped time series. The common axis has length K = 16

at the same rate, but they do not need to be simple discrete signals: any feature
can be used to represent them. Let’s denote the sampling space of these features as
F . Therefore xm, yn ∈ F for m ∈ {1, . . . ,M} and n ∈ {1, . . . , N}.
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In order to compare the two sequences we need a local dissimilarity measure
defined for every u, v ∈ F , that is, a function of the form

d : F × F −→ R+
0 (2.3)

Being a dissimilarity measure, d(·, ·) is small for similar features and big for
different ones. A usual choice is Euclidean distance that in matrix form we write as:

d(u,v) = |u− v|W |u− v|T (2.4)

where W is the weight matrix: a diagonal matrix with element wii being the weight
assigned to the i-th component of u ∈ F .

Computing the pairwise dissimilarity between every point in the two series, one
obtain the local dissimilarity matrix d̂ ∈ RN×M , i.e.:

d̂nm ≡ d(n,m) ≡ d(yn, xm) (2.5)

In Equation (2.5) we introduce the two equivalent notations of using as arguments
of the local dissimilarity function both a pair of indexes referring to the elements of
the two series and two actual elements of the sample space F .

The objective of DTW is to find an alignment that minimizes the overall dissim-
ilarity, also called total cost. The alignment is described by the so-called warping
path, that we formally define now:

Definition 2.3.1 Given two sequences Y = (y1, y2, . . . , yN ) and X = (x1, x2, . . . , xM )
of length N,M ∈ N respectively, a warping path is a sequence w = (w1, . . . , wK)
with wk = (nk,mk) ∈ {1, . . . , N} × {1, . . . ,M} for k ∈ {1, . . . ,K} that satisfies the
following conditions:

1. Boundary condition: w1 = (1, 1) and wK = (N,M).

2. Monotonicity condition: n1 ≤ n2 ≤ . . . ≤ nK and m1 ≤ m2 ≤ . . . ≤ mK .

3. Step size condition: wk+1 − wk ∈ {(1, 0), (0, 1), (1, 1)} for k ∈ {1, . . . ,K − 1}.

A warping path w = (w1, . . . , wK) defines an alignment between the two sequences
Y = (y1, y2, . . . , yN ) and X = (x1, x2, . . . , xM ) pairing the points ymk

and xnk
of

Y and X. The boundary condition requires that the first and last points of the
two series match each other, that is w1 = (1, 1) and wK = (N,M). Removing
the boundary condition on the last points returns the open-ended version of DTW,
which deals with prefix matching. The monotonicity condition ensures that the time
ordering of the elements of the series before the alignment is preserved in the aligned
series. The step size condition is a kind of continuity constraint: no element in the
two series is skipped during the alignment, and no replication of the pair of indices
is allowed: all the wk are pairwise distinct.

Figure 2.4 shows the effect of respecting the three conditions in Definition
2.3.1 and their violation in a classical representation of the warping path. In this
representation, the x and y axis show the time index of the two series, and the dots
represent the matched points. As an example of a warping path, we can write the
one derived from the representation in Figure 2.4 (a):
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Figure 2.4. (a) Warping path satisfying all conditions in Definition 2.3.1
. (b) Violation of boundary condition. (c) Violation of monotonicity condition. (d)

violation of step size condition. Picture from (Müller 2007).

w = [(1, 1), (1, 2), (2, 3), (3, 4), (3, 5), (3, 6), (4, 7), (5, 7), (6, 7), (7, 8), (7, 9)] (2.6)

where, the lengths of the two series are 7 and 9 and the length of the warping path
is 11.

Given the warping path w = (w1, . . . , wK) that aligns Y and X, there are
different ways to assign a total cost Dw(Y,X) to it. The easiest one is simply
summing the cost of each step, considered to be the dissimilarity between the two
points paired by the warping step:

Dw(Y,X) =
K∑

k=1
d(ynk

, xmk
) (2.7)

There are some aspects to point out about this definition that regard the
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minimization of the total cost:

• Diagonal steps are favored compared to horizontal and vertical ones

• The total cost depends on the length of the warping path

A definition of the cost of a warping path that takes into account these issues is
the following (Giorgino et al. 2009):

Dw(Y,X) =
∑K

k=1 d(ynk
, xmk

)mw(k)
Mw

(2.8)

where mw(k) is a per-step weighting coefficient and Mw =
∑K

k=1mk is the corre-
sponding normalization constant. This constant is not always well defined: whether
it is independent of the warping path w or not depends on the choice of the mw(k):
various choices of the set of mw(k) defines different step patterns, something we will
talk about later on in Section 2.4.

Given the total cost of an alignment as defined in (2.8), the objective of DTW
is to find the warping path w∗ that minimizes it over all possible alignments. One
option to do this is enumerating all the possible warping paths satisfying the imposed
constraints and then choosing the one, not necessarily unique, corresponding to the
minimum distance. This procedure is not computationally feasible since the number
of paths to consider grows exponentially with the size of the problem (i.e., length
of the series). The dynamic programming approach allows us to find the optimal
path in O(MN); different approximate solutions exist to improve the computational
complexity up to O(N +M) (Salvador and Chan 2007).

The next section describes the dynamic programming approach to DTW.

2.4 Dynamic programming solution to DTW
This section describes how to find an optimal warping path in O(NM) via a dynamic
programming approach. We introduce the notions of step pattern and accumulated
distance matrix.

Dynamic programming is an optimization method in which splits the given
problem into many sub-problems that are solved recursively to find the optimal
solution to the original problem. To apply this paradigm to the DTW problem, we
consider sub-sequences of X and Y of length n ≤ N and m ≤M respectively

Xm = (x1, . . . , xm)
Yn = (y1, . . . , yn)

and define

D(n,m) = min
w

(Dw(Yn, Xm)) (2.9)

In other words, D(n,m) is the DTW distance of the sub-problem defined by
the sub-sequences Yn, Xm. The values D(n,m) define a matrix D̂ ∈ RN×M , called
the accumulated distance matrix. It is clear that D(N,M) is the DTW distance of
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Figure 2.5. Representation of the symmetric2 step pattern in relative coordinates

the original problem, and the corresponding warping path is the optimal one for
these sub-sequences. Equation (2.9) gives a way to compute the elements of the
accumulated distance matrix iteratively. The only remaining task is defining how to
fill the cells of this matrix. The concept of step pattern serves this purpose.

A step pattern defines two things: what are the possible values a cell of the
accumulated distance matrix can take and what are the steps of the optimal warping
path preceding a given step. This is done specifying the weighting coefficients
mk appearing in Equation (2.8). Through the selection of a specific step pattern,
it is possible to force a particular behavior on the warping path. Two examples
considering standard step patterns found in most literature about DTW can show
what this means.

Figure 2.5 shows how the symmetric2 step pattern is represented using relative
coordinates. It is a graphical representation of the iterative formula used to fill
the accumulated distance matrix. The cell of interest (the one to be filled in the
accumulated distance matrix) in this representation is the one in (0, 0). For a cell
(i, j) of the accumulated distance matrix, the symmetric2 step pattern gives the
following iteration formula:

D(i, j) = min


D(i− 1, j) + d(i, j)
D(i− 1, j − 1) + 2d(i, j)
D(i, j − 1) + d(i, j)

(2.10)

where d(i, j) represents the local dissimilarity defined in Equation (??).
Having Figure 2.5 as a reference, we see that full dots refer to elements of the

accumulated distance matrix, while empty dots refer to elements of the local distance
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Figure 2.6. Representation of the symmetricP05 step pattern in relative coordinates

matrix. The numbers on the edges represent the multiplicative factor mk of the
element of the local distance matrix. Once assigned D(1, 1) = d(1, 1), every other
element of the accumulated distance matrix can be computed iteratively. If an entry
falls outside of the matrix, i.e. i− 1 < 1 or j − 1 < 1, that element is set to +∞ by
convention.

Another, more complex, example is the symmetricP05 step pattern represented
in Figure 2.6. The iteration formula in this case reads:

D(i, j) = min



D(i− 1, j − 3) + 2d(i, j − 2) + d(i, j − 1) + d(i, j)
D(i− 1, j − 2) + 2d(i, j − 1) + d(i, j)
D(i− 1, j − 1) + 2d(i, j)
D(i− 2, j − 1) + 2d(i− 2, j − 1) + d(i, j)
D(i− 3, j − 2) + 2d(i− 2, j) + d(i− 1, j) + d(i, j)

(2.11)

Comparing the two step patterns, we notice that symmetric2 imposes no local
constraint on the warping path: any number of vertical or horizontal steps is allowed
without any need for diagonal steps. On the other hand, symmetricP05 introduces
a constraint on the local slope of the warping path: it is possible to take at most
two consecutive vertical or horizontal steps, after which a diagonal step is required
as specified by the step pattern. This constraint limits the strength of the warping
and is usually a strategy adopted to avoid unreasonable warpings: a strong warping
could take a long section of a series and map it to a single point of the other one.
The local constraint also affects the global behavior of the warping path, resulting
in a restriction of the search space for the optimal warping path. Such constraint
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affects the warping path as a whole and is thus known as global constraint. We give
more information about this later.

The two step patterns shown above were introduced in (Sakoe and Chiba 1978)
together with the symmetric1, symmetricP1 and symmetricP2. For symmetricP1,
symmetricP2 and symmetricP05 the Px notation serves to indicate the ratio between
the number of diagonal steps required after one horizontal/vertical step in the
warping path. For symmetricP05 this ratio is 1:2, in symmetricP1 and symmetricP2
it is respectively 1:1 and 2:1. Figure 2.7 shows symmetric1, symmetricP1 and
symmetricP2 step patterns explicitly.

Once we have filled the whole accumulated distance matrix, we traverse it
backwards from cell (N,M) to cell (1, 1) following the path of minimum cost, that
is, for a cell (nk,mk), the predecessor step in the warping path will be:

(nk−1,mk−1) = argmin


D(nk − 1,mk)
D(nk − 1,mk − 1)
D(nk,mk − 1)

(2.12)

The minimum in Equation (2.12) could be not unique, so the optimal warping
path is not unique in general, unlike the DTW distance that is always well defined.

Global constraints

Step patterns are also called local constraints since they limit the behavior of the
warping path on a local scale. On the other hand, global constraints act by restricting
the search space for the warping path to a specific region of the accumulated distance
matrix. The main reason to apply a global constraint is to improve the computational
cost of filling the accumulated distance matrix, even though the computational class
of the problem is not changed. Two of the most known global constraint are the
Sakoe-Chiba band and the Itakura parallelogram.

• The Sakoe-Chiba band (Figure 2.8) arises when we limit the maximum
possible time distance between to aligned points. A Sakoe-Chiba band of
width q corresponds to imposing that

|nk −mk| ≤ q ∀k ∈ {1, . . . ,K} (2.13)

• The Itakura parallelogram (Figure 2.9) forces a smoother alignment of
the end sections, pushing the warping path toward the main diagonal of
the accumulated distance matrix. A symmetricPp local constraint results in
an Itakura parallelogram with slopes p

1+p and p+1
p ; p represents the shape

parameter of the Itakura parallelogram.

2.5 Open-ended DTW
If in Definition 2.3.1, we relax the boundary condition of the warping path at the
endpoint, we obtain the open-ended DTW. This version of DTW does not look for
a global alignment: instead, it aligns one of the series to a prefix of the other one.
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Figure 2.7. Standard step patterns: (a) symmetric1. (b) symmetricP1. (c) symmetricP2
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Figure 2.8. Sakoe-Chiba band with width q = 5. The warping path is confined to the grey
region

Figure 2.9. Itakura Parallelogram with shape parameter p = 0.5. The warping path is
confined to the grey region



2.5 Open-ended DTW 17

0 10 20 30 40 50 60 70
Time

−5

0

5

10

15

20

Figure 2.10. Example of situation in which open-ended DTW is useful. This version of
the algorithm can discard the constant portion of the signal, clearly an artifact
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Figure 2.11. Example of ongoing series, to be aligned via open-ended DTW to a complete
one.

This possibility allows for more flexibility of the alignment and is useful in many
situations: for example, it can be used to discard irrelevant end regions, like the
trivial example in Figure 2.10. Here the standard version of DTW would cause an
unnecessary distortion of the series, or it would simply wrap the whole constant
section to the last point of the short one. Open-ended DTW instead maps the short
series to the prefix of the long one exactly matching it, discarding the rest.

A situation in which open-ended DTW is the only way to apply DTW is in
on-line applications: we align an incomplete series to a prefix of a complete one, in
order to get information about its current development. Figure 2.11 illustrates an
example of such a situation.

The problem we found with this version of DTW is that it gives no information
on the remaining time frame of the ongoing series. Given the alignment so far, what
is the probable final duration of the ongoing series?

This work represents an effort to answer this question, applied to the specific
case where the series under examination represent data from a batch production
line. We briefly describe this context in the next section, also noting how DTW has
been used so far to make it clear how the approach in this work is different and how
it can complement current practices.
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2.6 DTW in the process industry

As reported in the introductory chapter, this work aims to propose a system capable
of predicting the total runtime of a running batch in a computationally efficient way.
The proposed system is an example of batch process monitoring, that is, statistical
process monitoring (SPM) applied to batch processes.

This section introduces the batch production paradigm and the data produced
in such processes, in addition to a description of how DTW is usually used when
monitoring batch processes.

2.6.1 Batch production

Batch production is a common manufacturing technique in many industries, such as
chemical, pharmaceutical, and food industries. It is especially useful for high-quality,
low-volume products.

A typical batch run looks like this: the ingredients are poured in a batch reactor
where the reaction is initiated through the administration of heat or chemical
initiators. After a certain amount of time and a specified sequence of actions,
the reactants have been converted to the final product, and the reactor is ready
for another batch (H. Ramaker and Sprang 2004). At the opposite side of the
spectrum of manufacturing techniques, we find continuous production, where we
have uninterrupted flows of ingredients entering the production line and final products
coming out of it.

In the brief description given above of batch processes, we can identify a loading
phase and what is essential for us, a transformation phase where the ingredients
are converted to the desired final product. The amounts of ingredients to load,
the sequence of steps to perform during the transformation phase, and every other
possible operational instruction needed to obtain a given product are part of the
recipe of the process under consideration. We say that batch processes are recipe-
driven. Such a recipe is one of the advantages of batch production: for example,
using the same equipment, it is possible to obtain a different product changing the
recipe. Other advantages include the possibility to test and certify batch-by-batch
the products, more comfortable to deal with from a regulatory point of view (H.
Ramaker and Sprang 2004).

Batch processes come with other peculiar characteristics, some of them problem-
atic for the operations since bringing variability to the process: the most common
example of this variability is that even following the same recipe, the quality of the
final product can vary from batch to batch due to unobserved phenomena. In this
work, we focus our attention on the variability in the batch time, i.e., the time it
takes to convert the ingredients to the final product. Different runs of the same
recipe usually have different duration; sometimes, a batch can take a multiple of the
time it took for another batch. This fact poses challenges in planning the operations
of the production line, like when to start the next batch, or it could also be a
matter of safety: abnormal duration could be linked to unexpected and potentially
dangerous phenomena taking place in the line.

All the variability present in the processes requires advanced monitoring tech-
niques. Some of these techniques rely on statistical principles to analyze the data
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Figure 2.12. Example of batch data

coming in real-time from the reactors and derive useful information about the process.
These techniques take on the collective name of statistical process monitoring. We
now describe the data usually collected in batch production lines.

Batch production data

The reactors for batch production are always equipped with several sensors that
measure different variables over time. Most of them are engineering variables, such
as temperature, pressure, flows of materials or cooling fluids, the power consumed by
steering engines; some other variables represent the state of specific equipment, like
the opening of a valve. All of them are generally named Process Variables (PVs).

The number of sensors that equip a production line can easily reach hundreds;
so does the number of PVs measured and collected. The sampling rate at which the
PVs are measured varies from seconds to minutes, depending on the rate at which
we expect the variable to change; for example, a binary variable like the opening of
a valve could be measured only at the time the valve changes state.

For each batch run, the data collected represent a multivariate time series: each
dimension represents a PV, each measured with the same sampling rate (when
the PVs are measured at different sampling rates, aggregation or interpolation are
needed). Meta-data comprise the recipe used, starting and ending time and date,
nature, and units of measure of each PV.

When considering many batches, the resulting data set consists of several mul-
tivariate time series, ideally all with the same dimensionality and possibly with
different lengths. In practice, it is possible to have different dimensions for series
corresponding to different batch runs since some sensors could be turned off or added
in a second moment, or the data could be missing for some unknown reason.

An example of such data is given in Figure 2.12

2.6.2 Statistical process monitoring

Every industrial process is subject to variations. Some of them are inherent to
the process itself, while some others are external (H. Ramaker and Sprang 2004).
Process monitoring is performed in every industry to prevent process disturbances
from causing environmental stress and economic losses. Process monitoring has the
potential to lead to time and cost reduction.
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The aspiration of who operates a production line is to have a stable process,
consistent and under control. In order to reach this optimum condition, statistical
process monitoring studies the variations occurring in the process variables, trying to
understand the source of variability or at least predicting the effect of the variation,
with a double aim: establishing if an ongoing process will give an on-spec final
product and improving the formula being used in future runs.

Batch process monitoring is the application of SPM to batch processes. The
analysis differs from other types of processes, mainly due to the time variability
stated above in this work. The high non-linearity of the behaviors of the PVs needs
specific adaptations of standard techniques.

DTW in batch process monitoring

This section aims at showing how DTW is currently used in the monitoring and
analysis of industrial processes. This investigation of current practice serves as one
of the motivations for the attempt made in this thesis work to better exploit the
information returned by the algorithm. A new analysis is then possible, focusing on
different but not less critical tasks than the usual ones.

As we saw in the previous sections, the information returned by DTW is quite
rich:

• A stretch-invariant distance measure, the DTW distance.

• A mapping between the two series being compared, the warping path.

The first of this information, the DTW distance, has resulted particularly useful
in classification tasks. For example, a significant concern in industrial process
monitoring is fault detection and isolation (FDI), therefore classifying batches as
faulty or non-faulty. The term fault in this context indicates anything that causes a
deviation of the operations from a desired operating point (Kassidas, Taylor, and
MacGregor 1998).

Some of the modern methods used for fault detection rely on supervised classifi-
cation approaches leveraging historical data on previous faults. An industrial plant
is usually equipped with a multitude of sensors that acquire measurements about
engineering variables and state of the machines. When a faulty situation arises, like
a change in the quality or quantity of the final product, the related data are used as
an instance of a faulty pattern. A diagnostic study on the causes of the fault, like
checking the quality of the raw materials or the state of a sensor, is used to assign a
label to the given faulty pattern. Once several such patterns are collected, building
up a database of faults, the next step is classifying the state of the plant comparing
its current situation with the fault database. There are some requirements for a fault
diagnosis system, some of which have been met applying DTW (Kassidas, Taylor,
and MacGregor 1998):

• The diagnosis should be independent of the duration of a fault.

• The diagnosis should be independent of the operating point of the plant.

• The diagnosis should take into account the uncertainty related to the onset of
a fault
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First, the time normalization effect of DTW helps with the different duration
problem. Moreover, different speeds in the dynamic of the plant are also naturally
taken into account, satisfying the second requirement in the list, and making the
DTW distance suitable for classification use. Regarding the last requirement, it is
possible to include points supposed to belong to the faulty pattern, and then let
DTW decide whether to keep them or not in the alignment. This decision is possible
using a step pattern like symmetric2, that allows for any number of warping steps,
thus making the algorithm capable of cutting out the end sections of the pattern
that are not useful.

Many statistical procedures for monitoring batch processes rely on the use of
Multiway Principal Component Analysis (MPCA). This technique is used to monitor
the behavior of the PVs as and identifying deviation from normal behavior, possibly
identifying the PVs that influence or are influenced by the fault. Techniques like
MPCA require that the data being used are of the same length, and usually, DTW
is used to homogenize the time axis of the data used. The application of MPCA
is both off-line, for example, when identifying types of faults to create a database
of such instances (Kassidas, Taylor, and MacGregor 1998), or on-line, checking in
real-time the behavior of the system to predict the failure of a batch (Gao et al.
2001).

This chapter introduced the first principal component of the system proposed in
this work. We now have a standard dictionary that will be useful when describing
the system proposed in Chapter 5 and the necessary preprocessing steps described
in Chapter 4.
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Chapter 3

Survival Analysis Fundamentals

This chapter briefly introduces Survival Analysis, a statistical tool aimed at analyzing
and modeling time-to-event data. Usually, the challenge with such data is the
presence of censored data points for which we do not have an actual time-to-event,
but only a measure of a time where the event did not happen. This censoring is not
the case in our data set, but this statistical technique is still valuable since it makes
the approach proposed in this model able to generalize to situations in which we
have incomplete batches.

3.1 Introduction

Survival Analysis (SA) is a statistical technique used to analyze and model time-
to-event data. The main reason behind the development of such a sub-field of
statistics is the problem of dealing with censored data. This type of data occurs
because of either the time limitation of the study period or losing track during the
observation period (P. Wang, Li, and Reddy 2017). A classic example is found in the
health-care domain, where the event of interest could be death, hospital readmission,
or discharge from hospitalization (P. Wang, Li, and Reddy 2017). The censoring
in such examples can be due to many factors: death caused by something different
from the disease or condition object of the study, readmission to a different hospital,
or patients moved to other hospitals. In all these cases, the time to the event of
interest is not directly observable; we know a time value up to which the event of
interest has not occurred yet.

A data point in a survival analysis data set will usually be represented by a
triplet (Xi, yi, δi): Xi is the feature vector, δi is the indicator variable regarding
censoring (δi = 0 for uncensored data and δi = 1 for censored data), and yi denotes
the observed time that is equal to the survival time Ti for uncensored instances and
to the censoring time Ci for censored instances.

In this work, the data set analyzed presents no censoring, but the survival
analysis-machine learning approach, in combination with a standard regression
model on the output of the model, has resulted in a better performance against the
sole standard regression model for the prediction of the time-to-event considered
here.

We first briefly describe the standard approach to SA, and then we focus on the
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ML approach. The latter, used in this work, has a better predictive performance
compared to standard approaches. The predictive performance is not directly related
to the estimation of the quantity of interest, the time-to-event. We give more details
in Section 3.3.

3.2 Standard Survival Analysis

One of the primary goals in SA is to estimate the so-called survival function, which
is used to represent the probability that the time to the event of interest T is not
earlier than a specified time t (Lee and J. Wang 2003), that is

S(t) = Pr(T ≥ t) (3.1)

From S(t) we derive the cumulative death distribution function F (t) = 1S(t)
(the probability that the event of interest occurs earlier than t) and the death density
function f(t) = d

dtF (t).
These functions relate to the commonly used hazard function h(t), also called

the conditional failure rate, as

h(t) = f(t)
S(t) (3.2)

All the functions are essential ingredients of Survival Analysis. We do not need
to go into details about them since it would not allow us to gain deeper insights
into the system we propose in this work. Standard statistical approaches aim at
making predictions of the survival time and estimate the survival probability at
the estimated survival time. However, the focus is more on characterizing both
the distributions of the event times and the statistical properties of the parameter
estimation by estimating the survival functions (P. Wang, Li, and Reddy 2017).

Statistical approaches can be grouped in three main categories: parametric, non-
parametric and semi-parametric. The base for some of them is Cox’s proportional
hazard assumption:

h(t,Xi) = h0(t)exp(Xiβ) (3.3)

where Xi is a feature vector, h0(t) is the baseline hazard function, β is the coefficient
vector. This assumption is interesting to us since, for machine learning approaches
that do not rely on such an assumption, it is not possible to obtain a time-to-event
estimate.

3.3 Machine learning approach to survival analysis

Machine learning approaches to SA focus more on the prediction of event occurrence
at a given time point by incorporating the traditional SA methods with various
ML techniques. Such methods are suited for high-dimensional problems and take
advantage of the recent developments in machine learning and optimization to learn
the dependencies between features and survival times in different ways (P. Wang, Li,
and Reddy 2017).
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Almost all ML algorithms have been adapted to incorporate survival concepts:
we have survival trees, support vector machines adapted to SA, and also ensemble
methods. In this work, we use as SA-ML model, a Gradient Boosting Survival
Analysis (Hothorn et al. 2005). This model does not satisfy Cox’s proportional
hazard model, and because of this, it is not possible to obtain a direct estimate of
the time-to-event.

The output of such a model is a risk score on an arbitrary scale. It can be used
to rank data samples: indicating with R(i) the predicted risk score for a sample i,
if R(i) > R(j) then we expect sample i to experience the event of interest before
sample j. If we orde the samples according to their predicted risk score (in ascending
order), one obtains the sequence of events, as predicted by the model (Understanding
Predictions in Survival Anlysis n.d.). In this work, we try to overcome this limitation
by applying a standard regression model to the output of the SA-ML model: the
regression model, Random Forest, learns to convert the predicted risk score to an
actual time-to-event estimate given the risk score of the training samples. It then
predicts the time to event of the test sample given its predicted risk score.

In this chapter, we have very briefly introduced the main concepts of survival
analysis. This technique is suited to deal with time-to-event data, the same as we
have here: time until the completion of a batch. Recent developments in machine
learning methods have been used in the survival context to obtain algorithms specific
for survival data with a focus on the predictive performance of the time-to-event.

Many machine learning approaches do not return a direct time estimate, but
only a risk score. We have described how we try to overcome this problem in the
present work, applying a standard regression model to the output of the survival
model. The implementation in the system proposed in this work will be described
in Chapter 5.
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Chapter 4

Data

This chapter describes the data available to test the proposed system and how it
has to be processed to be used by it. Then we say a few words about the optimal
configuration of DTW.

4.1 Raw data

The data used in this work come from an industrial plant for the batch production
of a chemical product. Due to non-disclosure agreements, it is not possible to give
more details about the process generating the data, the features’ names presented
are anonymized, and every graphical representation of any PV trend is not possible.

The data set contains multivariate time-series representing the sensor data
gathered during the execution of an individual operation of the production process.
Nevertheless, for clarity reasons, we will refer to each data sample as a batch, even
though they do not represent entire batches.

The raw data contains batch runs performed from November 2014 to December
2017, for a total of 425 batches. Figure 4.1 represents the duration in minutes of
every batch run against its starting date; different colored regions refer to different
years. From this figure, it is possible to observe an increasing trend in the duration
of the batch runs; since we had no information to explain this phenomenon, we
supposed that it is due to small changes and improvements made to the recipe. To
mitigate the influence of this trend and rely solely on the information contained in
the PVs, we split the dataset year by year for the three years 2015, 2016, 2017, at
the moment of testing the proposed system, as explained in Chapter 6. The data
from 2014 has been merged with the 2015’s ones.

4.2 Preprocessing

The raw data described in the previous section need to be preprocessed to be ready
for analysis. The actions performed on the raw data, in a year-wise manner, are:

• Outlier detection and removal

• Reference batch selection
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Figure 4.1. Duration of a batch against its starting date. The vertical bands identifies the
different years

• PVs Selection

• PVs Rescaling

The next few sections will describe each of this steps.

4.2.1 Outliers detection and removal

We consider outlier batches according to their duration. We chose to identify the
outliers by the box-plot method: if the duration of a batch is above 1.5 times the
interquartile range above the upper quartile, we consider it an outlier. For example,
figure 4.2 represents the outlier identification for the 2016 data: we removed from
the dataset the seven batches with duration over 708 minutes.

We need to remove outlier batches for two reasons. First, outliers decrease the
performance of the model. Second, if we do not do it, we cannot configure DTW
properly: as mentioned in Section 2.4, one of the parameters to set up in DTW
is the step pattern. The choice of the step pattern depends on the difference in
length of the query batches and the reference one: if this difference is too big, the
only allowed step patterns are the ones that do not restrict extreme warpings (like

Figure 4.2. Identification of outlier batches. The scatter plot on the left represents the
2016 data from Figure 4.1; the box-plot on the right identifies 7 batches (with duration
over 708 minutes) as outliers.
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symmetric2 ). This situation is not a desirable one since extreme warpings are rarely
realistic. Therefore, we need to be able to choose also among step patterns, like
symmetricP05, that are more realistic for these applications; the drawback is that
such step patterns can align sequences with a difference in length not too big. More
precisely, the maximum p-parameter, allowed for the alignment of two series with
length N and M respectively, is:

pmax = min(N,M)
|N −M |

(4.1)

The global maximal p-parameter for a given data set to be aligned is the minimum
of the pmax computed over all the batches aligned against the reference one, which
we introduce in the next section.

4.2.2 Reference batch selection

When aligning a time series data set via DTW, we need to select a single reference
batch: this batch should represent a typical realization of the process under exam-
ination, both in terms of duration and evolution of the PVs. After reviewing the
relevant literature (Spooner, Kold, and Kulahci 2017) and discussing it with domain
experts, we decided to select as reference batch the one with median duration.

The reference batch is specific to a given data set, and since we will evaluate the
proposed system on three different data sets, one for each year considered, we will
have a different reference batch for each year.

The other batches in the data set are usually called query batches.

4.2.3 PVs selection

In Section 4.1, we said that it is possible to have different PVs collected for different
batches. This situation is the first possible issue to take into account after selecting
the reference batch. Another possible source of problems is that, from the DTW
point of view, a constant PV gives no warping information: actually, it can be
detrimental to the goodness of the alignment. We deal with these two issues in the
following way: first of all, we remove from the reference batch all the constant PVs.
This way, the reference batch will contain only PVs with warping information. Then
we consider the other batches in the dataset and retain only the PVs left in the
reference batch. If a batch does not have all the PVs present in the reference batch,
it is considered not useful and removed from the dataset.

These actions can cause discarding some batches: we will give details on the
exact number of batches remaining and the number of PV used in Chapter 6 when
evaluating the proposed system.

4.2.4 PVs rescaling

DTW requires the choice of a distance measure to compute the distance matrix on
which the whole algorithm rests. Many distance measures, such as the Euclidean
distance used in this work, are sensitive to the range of values of the features. We,
therefore, need to rescale the features in such a way that no one of them has an
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unwanted high relevance in the computation of the distance between two points.
Since the system proposed in this work aims at on-line application, the selection of
the rescaling method is non-trivial. Since we use DTW also off-line, we could think
of using standard methods to cope with this problem in this stage, like the standard
normalization (subtracting the mean and dividing by the standard deviation). This
choice is not feasible for two reasons: the data are not normally distributed, and
the mean and the standard deviation are quantities that depend on the number of
sampled data points (Kassidas, Taylor, and MacGregor 1998). Two batches that
differ only for the duration of a flat portion of a PV will have a very different
mean and standard deviation, even though from the DTW perspective, they are
essentially the same. This fact implies that a better choice of normalization is scaling
the PVs to the [0, 1] interval, subtracting the minimum value, and dividing by the
range max−min. Minimum and maximum value could refer to the batch under
consideration, but this choice would be problematic in the on-line scenario. The
choice made in this work is to scale every PV in the data set, considering its range
in the reference batch. In this way, on-line normalization requires no additional
consideration. The negative effect of such choice, if present, will be mitigated when
optimizing the weights of the variables.

4.3 DTW configuration

The high degree of flexibility of DTW makes it suitable for a variety of problems,
at the expense that it needs to be configured appropriately to perform well. The
two main features of the algorithm to configure, after selecting the general set up
(standard or open-ended version, feature space) are the variables weights and the
step pattern to use for alignment.

Variables weights should reflect the importance of each feature for the alignment
process. The selected step pattern should not result in extreme warpings, as
mentioned in Section 2.4, but should nevertheless minimize as much as possible the
DTW distance, to ensure proper alignment.

To perform such configuration, we follow closely two procedures found in the
literature. For variables weight optimization, we follow (H.-J. Ramaker et al. 2003),
apart from some minor changes that we will point out later. For what concerning
step pattern selection, we follow the procedure suggested in (Spooner, Kold, and
Kulahci 2017).

We describe the complete optimization procedure in the Appendix. Here, we
limit ourselves to describe the guiding concept of such optimization.

For what concerning the weights of the variables, we select them giving high
weights to features containing more warping information; that is, the warping of
such features alone has a strong influence on the warping path resulting from the
alignment.

The selection of the step pattern emerges from minimizing the combination of
two measures: DTW distance and time distortion. We select a step pattern that
compromises better the goodness of the alignment (DTW distance), but that does
not deform excessively the series (time distortion).

For more information about these procedures, we refer to the paper cited above
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and the Appendix.

This chapter described the data that enters the system described in the next
chapter and the configuration of the DTW algorithm it uses.

The next chapter will describe in detail every component of the system.
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Chapter 5

Proposed System

This chapter describes two systems called the SA-system and the SA+DTW-system.
The SA-system represents the direct application of survival analysis to the problem
of predicting the time-to-end of a running batch using all the available historical
information. The SA+DTW-system adds a data-selection step to the SA-system,
performed via DTW: the information contained in the warping path is used to select
only a small fraction of the original historical data that is used to train the SA part
of the system.

5.1 SA-System

Figure 5.1. Architecture of the SA-system. The historical data about previous batches
is aligned and then used to train a SA-ML model, that is then used online to give a
time-to-end prediction based on the current state of the running batch

We call SA-system the architecture presented in Figure 5.1. It mainly consists of
an off-line phase where the preprocessed data is prepared via DTW alignment, and
the ML part of the system is trained. The ML part consists of a SA-ML-based model
followed by a regression model that converts the output of the SA-ML-based model,
a risk score, to an actual time-to-end estimate. All the data available about previous
batches, once aligned, are used for this training phase. The result is a trained model
that is then used in the on-line phase to obtain a time-to-end prediction for the
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running batch based on its current status.
In this section, we describe each component appearing in the architecture of

Figure 5.1. Section 5.2 describes the composition of the other architecture proposed,
the SA+DTW-system, that has some components in common with the one discussed
here. Some choices somewhat arbitrary in this system were made keeping in mind
the same choices made for the SA+DTW-system, where coherence between on-line
and off-line methods required certain choices.

Preprocessed data and reference batch

The preprocessed data is what we described in Chapter 4. Every batch instance
is a multi-variate time series represented as a matrix, with columns denoting the
different PVs and rows representing samples at each time point. The reference one
is the one selected according to the principles discussed in Section 4.2.2.

The preprocessed data and reference batch are components in common between
the two architectures described in this chapter.

DTW

This off-line DTW component represents the DTW alignment performed between
the preprocessed data and the reference batch. The effect of the alignment is to add
two features to the samples in data: the DTW distance and the time index of the
mapped point on the reference batch.

In principle, these two features would not be required to apply the SA-ML model,
but in order to make the comparison with the SA+DTW-system coherent, we add
them in this case too.

The DTW version to be used, standard or open-ended, is a matter of choice. We
use the open-ended version on each prefix of the old batches to be coherent with the
on-line choice.

Aligned data

This block refers to the data aligned via DTW. As said before, it contains both the
DTW distance and the mapped index on the reference batch.

Data for SA

This component of the system represents the data to be used to train the SA-ML
model. It consists of the aligned data, thus containing both the information about
the PVs values and the one returned by the DTW application (DTW distance
and mapped index on the reference batch). These data represent the independent
variables, while the response variable consists of the time until the end of the batch.

SA + Regression model

This block encloses the predictive components of the system. We first have the
trained SA-ML model that, for the reasons discussed in Section 3.3, cannot directly
output a time to end prediction. Instead, the output of the SA model is a risk score
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Figure 5.2. Overview of the SA+DTW system

on an arbitrary scale that depends on the data used to train the model. The strategy
adopted here is to train the SA model on all the available data and then create a
new data set with the predicted risk score for all the data available. This risk score
will represent the independent variable used to train the following regression model,
in our case, a Random Forest model, with the time until the end of the batch as the
response variable. The output of this block is, therefore, a time-to-end prediction.

Running batch and Open-ended DTW

The running batch is virtually the only quantity handled on-line in the SA-system.
The running batch is first aligned to the reference batch via open-ended DTW, in
order to get the DTW distance and mapped index on the reference batch information
needed for coherence with the SA model trained off-line. After this, the data that
enters the SA+Regr. Model block is only the current state of the running batch,
namely the PVs values at the time considered, together with the information from
the DTW alignment. The SA+Regr. Model block processes this single data point
and returns a time-to-end prediction.

Time-to-end prediction

This block represents the output of the system: an estimate of the time-to-end of
the running batch.

5.2 SA+DTW-System

We call SA+DTW-system the architecture schematically represented in Figure 5.2.
Unlike the SA-system described in the previous section, the system presented here has
an on-line phase much relevant and articulated. This section describes each element
of both phases, referring to the previous section for blocks in common between
SA+DTW-system and SA-system. When necessary, we highlight some choices that
we made for general coherence of the system, but that could be somewhat arbitrary
in the SA-system.
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Preprocessed data and reference batch

These two blocks are the same as the ones described in the previous section, repre-
senting respectively the information about previous realizations of the formula and
the batch, considered the standard one, to which we compare the others.

DTW

This block is again a common one with the SA-system, and is used to align the
historical data to the reference batch and add the DTW alignment information,
namely DTW distance and mapped index on the reference batch. This mapped index
is of crucial importance for the SA+DTW system, as we will see when describing
the Data-selection block.

Aligned data

This block refers to the data aligned via DTW, as for the SA-system.

Data for SA

As for the SA-system, these data consist of the DTW aligned data to which we add
the response variable representing the time until the end of the batch. This block is
put between the off-line and on-line sections of the diagram because the whole data
set is realized off-line, but the data that is used by the SA-ML model is selected
on-line; The selection depends on the state of the running batch. The description of
the on-line phase that follows this block, and in particular, the Data-selection block,
will make this point more clear.

Running batch

Unlike what happens in the SA-system, this block is only one of the various quantities
that enter into play in the on-line phase of the SA+DTW system. Its role is
fundamentally different in this system, even though the operations performed on
it are the same. The running batch is aligned to the reference one via open-ended
DTW to obtain the DTW distance and the mapped index on the reference batch, a
fundamental quantity in this system. Then, when it comes to the prediction phase,
the single data point representing the current state of the running batch enters the
predictive block, described below.

Open-ended DTW

This block is the same as the one in the SA-system and serves to align the running
batch to the reference one, actually to a prefix of it, returning as information the
DTW distance and the mapped index on the reference one. This mapped index is
the crucial information that enters the next block, the Data-selection one.
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Data-selection

This block represents the main difference between the SA-system and the SA+DTW
one. Once the running batch has been aligned via open-ended DTW to the reference
batch, the information about the mapped index on the reference batch is used to
select, from the Data for SA, only the fraction that, off-line, was mapped to the same
index on the reference batch. This use of DTW represents the new contribution of
this work: the use of DTW not as a time normalization tool or as a distance measure
between time series, but as a means to filter relevant data for time-related analysis.

SA+Regression Model

In the SA-system, put this block in the off-line portion of the diagram. For its content
and general functioning, we refer to what written in the previous section about the
SA-system. Here we limit ourselves to highlight the fundamental difference that the
data used to train the SA-ML model, in this case, is not represented by the whole
dataset Data for SA, but only by the fraction selected by the block Data-selection.
Therefore, it is clear that the training of both the SA model and the following
regression model, the same random forest model as in the SA-system, is performed
every time a new data point from the running batch is received.

Time-to-end prediction

This block is the output of the whole system, an estimate of the time-to-end of the
running batch.

5.3 Rationale behind the SA+DTW-system

Why should we not use all the available data to predict the time-to-end of the batch?
This question could arise after understanding the different functioning of the two
systems. We can think about the SA-system as of a standard ML predictive system:
a model trained on a historical data set that is used to predict a certain quantity of
interest. While experimenting with the SA-system, we realized that there were some
issues we could try to remove with the help of DTW.

First of all, the training of the model on the whole data set available is computa-
tionally expensive: as we will see in the results chapter, for the data set at hand the
training of the model can take up to hours just for the training, and it results in
a model that also takes some time to return a prediction given a new data point.
This slowness could be a problem at the moment we have new data available; for
example, after completion of a batch, it automatically should become part of the
historical data. This addition would be a problem if every time we complete a batch,
we have to train a whole new and computationally heavy model.

In addition to the above computational issue, we hypothesized the following about
the information contained in the data: considering an old batch, the information
about the time until the completion of the running batch is unlikely to be evenly
spread across the whole old batch. DTW comes to help at this point: its ability to
map time fluctuations helps us identifying the points on the old batches more relevant
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to the current state of the running batch. The identification is made possible by the
warping path resulting from the alignment of the running batch with the reference
one. We use the last point of the warping path as a mapping from the running batch
to the reference batch, and from this one to the whole set of old batches. The filtered
data points are the ones that DTW relates to as optimally aligned to the current
state of the running batch. We expect that such data contain enough information to
return a reliable prediction of the time-to-end of the running batch. With reliable,
we mean that the predictive performance of the SA+DTW-system is not worse than
the performance of the SA-system, which we could say, uses noisy data.

On the computational side, the training of the SA + Regr. model for each new
data point from the running batch could be seen as too much overhead for the
system doing the computation. As we will see in the results section, the opposite is
true: the filtered data set is so small that the training and prediction steps take just
seconds, perfectly acceptable for a system with proper time (the rate at which new
data points arrive) of one minute.

In this chapter, we described the two systems proposed in this work. The SA-
system is simply an application of survival analysis to the problem of predicting the
time until the completion of a batch. It has very few differences when compared
to a standard machine learning predictive system. The SA+DTW-system is more
sophisticated and incorporates a data-selection stage that exploits DTW to select
data points that are more related from a time-wise perspective to the current state
of the running batch. Finally, we have explained how the idea of the SA+DTW
system was born, and the metric we will use to test its usefulness.

The following chapter evaluates and compares the performance of both systems
in terms of predictive accuracy and computational cost.
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Chapter 6

Results

This chapter describes both the experimental setting in which the systems proposed
were tested and the results obtained, through which we compare them. The data
we refer to in this chapter were described in Chapter 4. We describe the results
separately in terms of predictive and computational performance. The former
describes how accurately the systems predict the time-to-end of a running batch.
The latter describes the computational effort of the two approaches.

6.1 Experimental setting

As we illustrated in Chapter 4, the data we use to test and compare the systems
come from a chemical batch line production and span three years of production
(from 2015 to 2017).

To have a more variegate testing scenario, we consider each year separately to
test the two systems. A choice like this one allows not only to have a general idea of
the performance of the systems but also to compare it among different groups of
data, since the data from different years show different characteristics, as described
in Chapter 4 as well.

For each year, we consider approximately the first two-thirds of the batches as
the historical data and test the systems on the remaining third of batches. We show
the resulting situation for each year in Table 6.1 below.

The experiments have been carried out on the same desktop machine (Quad-core,
2.90 GHz, 16 GB of memory).

To measure the predictive performance of the systems, we consider the mean
absolute deviation of the prediction from the actual time-to-end of the batch. On
the other hand, computational performance is not straightforward to measure and
compare since the structure of the computations for the two systems, both off-line and
on-line, is different. We give the results obtained about these two performance metrics

Table 6.1. Number of train and test batch per year

Year 2015 2016 2017
Number of train batches 80 101 75
Number of test batches 40 50 37
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in the next two sections. The last section of the chapter gives some considerations
that will be useful for the discussion carried out in the last chapter of this work
regarding conclusions drawn from the results and possible future research directions.

6.2 Predictive performance

This performance measure refers to the ability of a system to estimate the quantity
of interest accurately. There exist many possible metrics to quantify such accuracy:
we chose the absolute error, which is the absolute value of the deviation of the
predicted value from the actual time-to-end of the batch. We average the errors over
all the batches in the test set.

Simple average and SA-system

Before comparing the performance of the two systems proposed in this work, we
have first to point out the base level chosen as reference. In the literature, we found
no use of SA for the specific problem of determining the time-to-end of a batch
process. Therefore, in the first place, we have to determine the feasibility of using
such an approach. As a baseline for the predictive performance, we chose a simple
average method: the estimated time-to-end of a batch in the test set is given by
the average time-to-end of the train batches longer than the current length of the
test batch. For example, the prediction at time t = 200 for a test batch will be the
average of the time-to-end of the train batches that last more than 200 minutes.

We consider this simple method the base performance any system has to meet
at least to be considered useful.

Therefore, the first comparison to do is between this simple average method and
the SA-system. Figure 6.1 shows this comparison, with the absolute error averaged
over all the batches in the test set. We note here that, both for the SA-system and
the SA+DTW-system, the actual prediction is the average of the predictions from
the last 10 minutes: this averaging reduces the fluctuations due to the instability of
the open-ended DTW mapping; we discuss this issue in the next chapter.

Some remarks are necessary for the plots in Figure 6.1. First of all, we note
that the x-axis refers to the time-to-end of the test batches, therefore decreasing
from left to right. Since we have batches with different duration, the number of
points over which we compute the mean absolute error varies. Explicitly, it increases
from left to right: we start from the single point representing the starting point
of the most extended batch, arriving at the last point of all the batches. This
difference in numerosity of data explains the high variability of the left-most part
of the plots, where fewer points are available. Second, we note how the simple
average method error increases towards the end of the batches. This effect is due to
the overestimation of the duration of short batches: by construction, this method
considers all the batches longer than the one considered. For the shortest batches,
we have a high number of longer batches that will contribute more to the prediction,
with high estimates.

Now, we can comment on the quality of such results.

• Except for a small portion of 2015, the SA-system systematically outperforms
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Figure 6.1. Predictive performance of the SA-system over the 3 years examined. The
systems passes the test of the comparison with the simple average predictive method.
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the simple average method. This performance reassures us that SA captures at
least some of the information contained in the data related to the time-to-end
of the batches.

• The results from 2016 show an unexpected initial trend, especially compared
to the other two years. This trend is probably just a fortunate case, where the
predictions are excellent even though we are still quite far from the end of the
batch.

• We expect the high variability in the left-most portion of the plots from what
said above about the number of points taken into account at each time instant.
All the trends stabilize proceeding to the right, towards the end of the batches.

Overall, the performance is satisfactory: for all the years, the average error is
significantly smaller than the actual time-to-end.

SA+DTW-system

The above description of the predictive performance of the SA-system told us that
it is feasible to use SA for the problem of predicting the time-to-end of a running
batch. Now we investigate the performance of the SA+DTW-system from the
same predictive performance point of view to see whether a loss of accuracy occurs,
selecting only a fraction of the data via DTW.

Figure 6.2 adds the results from the SA+DTW-system to what previously shown
in Figure 6.1.

It is possible to appreciate a durable consistency of performance, especially for
the year 2017, where the performance of the SA+DTW-system is systematically
better than the SA-system. For the year 2016, there is a relevant loss of performance
only for large values of time-to-end, while for the year 2015, the performance stays
consistent for the whole time.

These results show that, at least from the predictive point of view, there is no
downside in applying the DTW data-selection step. The data selected via DTW
in the SA+DTW-system contain enough information to perform as good as the
SA-system, which uses all the data available.

What remains to asses is the computational performance of the two systems,
which we describe in the next section.

6.3 Computational performance
We measure the computational performance of the two systems by the time taken
to perform the computations of interest. We run all the experiments on the same
machine in the same conditions, so a direct comparison is possible.

The main difference between the two systems, SA and SA+DTW, respectively,
is that in the former one, the training of the predictive model happens only once,
off-line, while in the latter, the predictive model has to be trained for every new
prediction performed.

Table 6.2 shows the quantities of interest for the SA-system, divided by year: the
size of the data set used, the time taken for training the predictive model, and the
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Figure 6.2. Comparison of the predictive performance of the two systems together with
the simple average method performance. The SA+DTW-system shows performance as
good as the one of the SA-system most of the time, with the only relevant exception
being for the initial section of long batches in 2016. Overall, the results are satisfactory
in every period.
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Table 6.2. SA-system: data set size and computational performance

Year 2015 2016 2017
Training dataset size
[rows × columns] 39431×28 77989×34 79833×34

Training time
[minutes] 34 126 134

Single prediction time
[seconds] ∼ 0.6 ∼ 1.1 ∼ 1.1

Table 6.3. SA+DTW-system: average data set size and computational performance

Year 2015 2016 2017
Average dataset size
[rows × columns] 149×28 180×34 131×34

Single prediction time
[seconds] < 1 < 1 < 1

time needed for predicting a single new data point. The most relevant information
here regards the training time; it ranges from 34 minutes for the smallest dataset
to more than 2 hours for the others. This training time could be acceptable if this
operation would be required only once, but it needs to be performed every time we
want to add the information obtained from the completion of new batches.

Table 6.3 shows the computational performance for the SA+DTW-system. The
quantities of interest are different here, we have no off-line training, and the size of
the data set used by the predictive model for the on-line training changes at every
new prediction, so we only give its average size. The single prediction-time value
includes the time for the on-line training of the model and the time needed to return
a prediction.

First of all, we note that the time needed for a single prediction is constant and
comparable to what obtained with the SA-system. The average data set size indicates
that, on average, we use less than 1 percent of the data available, nevertheless the
predictive performance is virtually unaltered, as we saw in the previous section.

From the computational point of view, the SA+DTW-system shows its strength:
the on-line performance is unaltered, while there is no need to spend hours on off-line
training. In addition to this, we can add new information without any significant
issue, without any need for re-training: the system will choose the new data points,
if necessary, and use them for the on-line training.

In this chapter, we presented the results obtained by the two systems on the
data described in Chapter 4. The results of the predictive performance show that
there is no relevant difference between the two systems. On the other hand, the
results on the computational performance show that the SA+DTW-system should
be preferred, avoiding the expensive off-line training.
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In the next chapter, we draw some conclusions about these results, motivating
our belief that the SA+DTW-system can be improved with further research and
experimentation, tuning some aspects of the data-selection step and the alignment
of the historical data.
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Chapter 7

Conclusions

We discuss the implications of the results obtained in the previous chapter and how
they support the hypothesis presented in this work. In particular, we explain how
both the SA approach and the DTW data-selection point of view could benefit the
batch process monitoring practice. We then point to some possible future research
directions.

7.1 Survival analysis in batch process monitoring

As we saw in the brief review of current practice in batch process monitoring of Section
2.6, the main focus of process monitoring is on fault detection and identification. In
this scenario, the introduction of survival analysis represents a novelty for the field
in which we apply it, batch process monitoring.

The results obtained in the previous chapter allow us to at least propose its
use in such a scenario. The performance obtained was considered acceptable by
the domain experts consulted, but this depends on the specific application and its
requirements and costs.

As we pointed out in Chapter 3, the use of SA is of interest over other regression
models, given its ability to use censored data. The focus of batch process monitoring
on fault detection is not by accident: faults that lead to the loss of a batch are not
uncommon. The use of SA allows using data about incomplete batches too.

7.2 DTW as data-selection tool

The application of DTW as a data-selection tool represents a new use of such
technique. The main problem DTW solves is time normalization and event synchro-
nization; we expanded its applicability, exploiting the information contained in the
warping path. Such a mapping function turns out to be able to select the relevant
data to the time-related problem of estimating the time-to-end of the running batch.
Such information is completely hidden when applying DTW directly, but it is a
useful quantity that, as we have seen, is not entirely unrelated from the alignment
performed by DTW.

We note that the DTW configuration used in this work is a basic one, apart
from the optimal configuration of weights and step-pattern. In the next section, we
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point out some possible improvements.

7.3 Further research
As pointed out in the previous section, the DTW alignment proposed in this work is
quite basic. There are some issues with such an essential version, especially regarding
the open-ended application: firstly, the warping path obtained for the same running
batch at two subsequent time instant can significantly differ since the algorithm is
sensitive to fluctuations in the values of the PVs. Secondly, an alignment based only
on the values of the PVs could be sub-optimal.

The first issue pointed out could be handled in several ways: for example, a
low-pass filter could be applied to the data to remove fast fluctuations. A more
elegant approach could be using one of the more recent developments of DTW, like
shape-DTW (Zhao and Itti 2018) and derivative-DTW (Keogh and Pazzani 2001).
These forms of the algorithm do not align the time series based only on the values
of the PVs: the former matches local patterns of the series, while the latter matches
the points considering the value of the discrete derivative computed at that point
too. Such versions of the algorithm could solve simultaneously the two issues above,
returning a more stable open-ended mapping and improving the data-selection step.

The high flexibility of DTW allows for a wide range of possible optimizations. In
this work, we focused on the fundamental idea, giving enough evidence to stimulate
the research of batch process monitoring in this sense, expanding the possible
applications of an already widely used algorithm.
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Chapter 8

Appendix

8.1 Software used

We used the Python (Rossum 1995) programming language to develop the whole
system. The major Python packages we used are:

• Numpy (T. E. Oliphant 2006)

• Scikit-learn (Pedregosa et al. 2011)

• SciPy (Jones, T. Oliphant, Peterson, et al. 2001–)

• Matplotlib (Hunter 2007)

• Pandas (McKinney et al. 2010)

• Scikit-survival (Pölsterl, Navab, and Katouzian 2015; Pölsterl, Navab, and
Katouzian 2016; Pölsterl, Gupta, et al. 2016)

8.2 DTW configuration

The high flexibility in the configuration of DTW is a great advantage in terms of
adaptability to different domains and problems, but it also has some drawbacks:
standard choices could be non-optimal for the problem under consideration, and
in order to guide a rational choice of the various parameters it is usually required
an amount of process knowledge not always available or difficult to acquire (H.-J.
Ramaker et al. 2003).

In this section, we introduce a two-step procedure to configure two aspects of
the algorithm optimally:

• Optimization of variable weights that leads to an estimate of the relative
importance of the different PVs for what concerning the alignment of the data
set.

• constraint selection used to tune the strength of the possible warping induced
by the algorithm.
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8.2.1 Variable weights

The standard choice for the distance measure d(·, ·) introduced in Equation (2.3)
when dealing with real valued time series data is the euclidean distance.

Let yi and xj be respectively two data points (considered as column vectors) of
the n-variate time series Y and X; the euclidean distance between these two points
can be written in matrix form as:

d(i, j) = [yi − xj ]W [yi − xj ]T (8.1)

where W ∈ Rn×n is a diagonal matrix with Wmm being the weight for the
m-th feature. Features with a relatively large weight will contribute more to the
distance and will, therefore, have a greater influence on the resulting alignment
(H.-J. Ramaker et al. 2003).

The act of assigning weights to the single features could be guided, in principle,
by process knowledge. The problem is that usually, the number of features is so
high (tens or even hundreds) to make it impossible to have enough prior information
to make optimal, or even coherent, choices.

Other options based on iterative procedures not requiring prior information
but using only information available in the data set have been introduced in the
literature. Kassidas et al. (Kassidas, Taylor, and MacGregor 1998) suggested an
iterative algorithm focused on the consistency of a variable from process to process.
The algorithm can be summarized as follows:

Step 1 Initialize all variable weights to 1, warp, and synchronize every query process
with the reference one.

Step 2 From the synchronized trajectories, calculate the average trajectory.

Step 3 For each process variable of each process (queries and reference), compute the
euclidean distance with the corresponding variable of the average trajectory.
Sum them to obtain a single value for each process variable.

Step 4 Update the variable weights with the reciprocal of the number computed in
the previous step and then normalize the set of weights such that they sum to
the number of features.

Step 5 Repeat all the steps above with these new weights.

The algorithm stops after a predefined number of iterations (the number suggested
by Kassidas et al. is 10) or after a (not specified in the cited article) convergence
criterion.

It is clear from the explanation above that high weights will be assigned to
variables that are close, in terms of euclidean distance, to the average trajectory,
regardless of the shape of the process variable at hand. Variables with a flat or close
to flat trend, with a constant value throughout the processes that clearly contains
little information about the process and the alignment, will receive high weights,
and that is something to avoid. It is safer and more natural to assume that the
most warping information is contained in those variables with a peculiar shape, not
in the flat ones. As an extreme case to make this point clear is the alignment of
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Figure 8.1. Warping path mapped on surface plot of local distances (H.-J. Ramaker et al.
2003)

two constant variables. Any warping would align them, regardless of length and
magnitude.

In order to avoid this problem, Ramaker et al. in (H.-J. Ramaker et al. 2003)
suggest giving high weights to variables that present a steep valley in the surface plot
of the local distance matrix in correspondence of the warping path. This concept is
visualized in Figure 8.1, taken from the article cited.

The iterative algorithm proposed by Ramaker et al. in (H.-J. Ramaker et al.
2003) involves the following steps:

Step 1 Initialize all variable weights to 1, warp, and synchronize the first query process
with the reference one, collecting the warping path.

Step 2 For each process variable, fill the local distance matrix.

Step 3 Map the warping path collected in the first step onto each local distance matrix
and compute the updated weight corresponding to each variable as follows:

wii = MLDi(off path)
MLDi(on path)

where MLDi stands for Mean Local Distance (i-th variable), and in particular:
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• MLDi(off path) is the mean local distance computed on all the points
of the local distance matrix, not belonging to the warping path.

• MLDi(on path) is the mean local distance computed on the points of the
local distance matrix belonging to the warping path.

If the warping path follows a valley of the local distance matrix (seen as a
surface plot), then the MLD(off path) for that variable will sensibly exceed
the MLD(on path), resulting in greater weight.

Step 4 Repeat all preceding steps on all the other processes contained in the data
set with the updated weights (normalized to sum to the number of variables).
Going through every process in the data set counts as a single iteration of the
algorithm.

The algorithm stops after a predefined number of iterations or after reaching
convergence. In the thesis project, the chosen criterion is

|wj −wj−1|2
|wj−1|2

< 0.01

where wj is the vector whose components are the variables weights at iteration j
and | · |2 is the L2-norm of the vector.

The application of the described article for variables weights optimization can
serve multiple purposes:

• As preprocessing step, weight optimization allows reducing the dimensionality
of the process. It is possible to set a threshold for the weights under which a
variable is discarded in the alignment process, or alternatively, it is possible to
select the top k variables with the highest weights. In both cases, the result is
a data set with a lower dimensionality that, without any doubt, decreases the
computational complexity of the alignment.

• To gain insights on the process and get feedback on the previous hypothesis:
a domain expert could try to manually assign an importance score to the
different variables based on his established expertise. It is then possible to
compare his hypothesis with the weights returned by the algorithm. It could
be the case that a variable considered an essential indicator of the overall state
of the process, or its progress, is not optimal when used for alignment.

8.2.2 Step pattern

Selecting an optimal step pattern for the data set at hand can be of critical importance
for the quality of the alignment, since we could end up with extreme warpings or no
warping at all, depending on the strength of the constraint imposed to the algorithm.
An optimally chosen step pattern would capture the time fluctuations in the process,
resulting in a more meaningful alignment.

The procedure we used to select the optimal step pattern is thee suggested in
(Spooner, Kold, and Kulahci 2017). In this work, the author considers two quantities
describing a given alignment:
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• The DTW distance resulting from the alignment, that is a direct measure of
how close are the warped series.

• The time distortion of the alignment, a measure of how many times the
alignment includes a warping step. In other words, for how many k’s we have
that wk − wk−1 ∈ {(0, 1), (1, 0)}. Such a situation occurs when there is a
stretch or compression in the warped time series.

When aligning two or more series, we want a small DTW distance to ensure
proper alignment in terms of matched points, but we do not want this to be at the
expense of unrealistic compressions and stretches in the series. To include both
aspects into consideration, we select the step pattern that minimizes the alignment
score. Considering a data set aligned to a given reference series, the alignment score
is defined as follows

Alignment Score =
√
N̄2

W arps(scaled) + D̄2
(scaled) (8.2)

Where:

• N̄W arps(scaled) represents the scaled average time distortion of the aligned data
set: we first compute the time distortion N i

W arps for each series aligned series,
then we scale the values to the [0, 1] interval obtaining the values N i

W arps(scaled),
and then we compute their mean, N̄W arps(scaled).

• D̄(scaled) is the average scaled DTW distance, obtained similarly to the time
distortion score: we compute the DTW distance for each aligned series, Di;
then we normalize them to the interval [0, 1] to obtain the values Di

scaled, of
which we compute the average value D̄(scaled).

Given a set of possible step patterns, we compute the alignment score for each
one of them and then select the one that minimizes it. Usually the set of possible
step pattern comprises the non-constraining symmetric1 and symmetric2, and the
set of all allowed symmetricPx, for each x that allows to align every series in the
data set to the reference one.
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