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Abstract

Billions of embedded processors are being attached to industrial equipment to
enhance business processes and enable smart manufacturing. These embedded
processors have enough processing capabilities to process sensor data to produce
smart insights, and are designed to operate for months without the need of physical
interventions. Despite the compelling features of Industrial Internet of Things (IToT),
applied at several industry-related open issues (e.g., integrated enterprise systems,
optimized decision making, real-time business analytics), due to the lack of a physical
flow of information (e.g., absence of switches and cable-based gateways), the security
of such networks is impeding their rapid deployment. In this work we look into IPv6
based IIoT deployments, since it is the leading standard for interconnecting the
wireless devices with the Internet and we propose a data-driven anomaly detection
system that operates at the transport-layer of 6LoOWPAN deployments. We present
a comprehensive experimental evaluation carried out using both simulated and
real-world experimentation facilities that demonstrates the accuracy of our system
against well-known network attacks against 6LoWPAN networks.
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Chapter 1

Introduction

We live in a connected world, constantly surrounded by an incredible information
flow that is changing the way we explore and perceive the world, enabling the
development of new and incredible technologies. The European Union Agency for
Cybersecurity (ENISA) defines the Internet of Things (IoT) as a cyber-physical
ecosystem of interconnected sensors and actuators, which enable intelligent decision
making [15]. IoT offers us the opportunity to be more efficient in how we do things,
saving us time, money and helping us defining new processes. IoT is tightly bound
to cyber-physical systems and in this respect is an enabler of smart infrastructures,
such as Industry 4.0 allowing for applications like smart grid, energy and transport
[9]. Connectivity is a key component of industry 4.0, enabling manufacturers to
create an integrated ecosystem designed to optimize manufacturing, distribution
and the product-consumption lifecycle. With the development of 5G networks, IoT
devices will be able to connect discrete point solutions and sensors to monitor entire
processes, from R&D to the very end of the product lifecycle.

1.1 Challenges

As IoT infrastructures and services become integral parts of the industry landscape,
a number of issues related to privacy and trust need to be addressed. Data confiden-
tiality, authentication, access control within the Industrial Internet of Things (IToT)
network, privacy and trust among users and devices, and the enforcement of security
and privacy policies are among these issues. However, the different standards and
communication stacks involved in combination with the wide variety of embedded
hardware components make traditional security countermeasures difficult to be
directly applied in the IIoT domain. Moreover, the high number of interconnected
devices arises scalability issues [41].

The vision of the IoT has led to a competitive market for stakeholders that, in the
absence of common standards, marketed proprietary and application-specific solu-
tions, including a variety of hardware platforms, operating systems, communications
protocols and data management schemes. Current IoT deployments are, more often
than not, privately run to serve a specific application, enforcing a tight association
between the application, the network used by the application and the sensors that
constitute that network [27, 22] 4]. These application-specific deployments have
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limited scope in data, while information and knowledge sharing is achieved through
custom tailored internet gateways. Clearly, such attempts are inherently non-scalable,
exhibit low cost-efficiency, are non-adaptive and usually require tremendous efforts
to integrate them with existing and well-established services.

In parallel, substantial standardization progress has been made by different bodies
(e.g., IETF CoAP, RPL, 6LowPAN, 6TSCH, IEEE 802.15.4e, ETSI M2M, 3GPP
MTC, oneM2M), providing technical solutions tailored to the resource-constrained
embedded nodes, ranging from the lower to the upper OSI layers. Nevertheless, until
now, no standard has managed to attract the vast majority of the stakeholders and
dominate the domain. This comes as no surprise as in most cases embedded systems
are indeed application-specific and mission-oriented and no single protocol stack can
address all possible functional and non-functional requirements and specifications [13].

In particular, the key observation of IIoT is that the connectivity of business pro-
cesses with external users has opened the Internet to the greater public by providing
open standards, resulting in a usable and interoperable software infrastructure and
well-understood methodologies for design, implementation, and evaluation. With
this trend to continue, the IIoT network provides online, real-time access to and
control over the state of real world objects and places. However, the development of
applications exploiting this combined infrastructure is currently cumbersome and
difficult since application-level protocols, software and development environments, as
well as design and validation methodologies and interoperability among proprietary
solutions are vastly different and lack integration. The developer currently has to
bridge this gap manually and has to be an expert in both worlds.

However, these IIoT networks do not face security issues found in traditional
wired or wireless networks and one of the biggest challenges is to satisfy security
requirements under the special operating conditions of sensor networks. Wireless
sensor networks are comprised of vast numbers of cheap devices that are deployed
in an ad-hoc manner. The devices are more vulnerable to various attacks as their
location is not known at design time and protection against tampering is very
difficult due to their low cost. Therefore, it is easy to assume that the adversary can
easily capture the devices and easily read the content of their memory, thus learning
the cryptographic secrets and possibly modifying their behavior. In addition, the
high node-to-human ratio makes it infeasible to even consider the presence of an
online trusted server that monitors and maintains individual nodes constantly. Thus
techniques of pre-distribution of keys are much less effective than in traditional
networks. Furthermore, as sensor nodes are battery operated, security systems must
reduce the energy consumption. Also, since sensor nodes have limited computing
and storage capability, cryptographic algorithms and protocols that require intensive
computation, communication, or storage are simply not applicable in sensor networks.
It is too costly (in terms of computation) to authenticate using a public key and too
costly (in terms of memory and computation) to store one-way chains of keys.

These constraints significantly increase the difficulty of securing IIoT networks
and make them more vulnerable to security threats. Still, since building secure IIoT
networks, the only viable solution is to combine different techniques for securing
the system, i.e., develop secure routing schemes, secure aggregation, provide group
key establishment methods, cryptographically encrypt messages, etc.; although each
single level defense mechanism is highly vulnerable, the combination of multiple
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attacking corners increases the overall achieved security.

1.2 Research Questions

In this study, we focus on the use of intrusion detection systems as an additional
mechanism to further improve the security of IIoT networks. In contrast to the other
approaches, intrusion detection can protect from both inside and outside adversaries.
Compared to existing systems for IIoT networks, our approach is more plentiful
in the sense that it addresses all the levels of the node stack and is more energy
efficient. Specifically, given a set of traces collected from the network, we want to
answer the following questions.

1. Does the whole network include at least one malicious node?

2. Does the whole network include at least one malicious node and also identify
the type of attack?

In order to answer the questions above, we need to face the following problems
too.

1. We want to characterize each node in the network if it is a malicious node.

2. We want to characterize each node in the network if it is affected by a malicious
node.

3. We want to characterize each node in the network is a malicious node and also
identify the type of attack.

4. We want to characterize each node in the network if it is affected by a malicious
node and also identify the type of attack.

1.3 Outline

In the next chapters, the author will guide the reader through the methodological
approach and theory that led to the development of this research project. Chapter 2
introduces background knowledge of IIoT security and communication solutions for
intrusion detection systems through a detailed description of the actual state of the
art. Chapter 3 describes the methodological approach adopted in this work. Here we
describe all the processes that led us from data collection to the entire data cleaning
and transformation phase that preceded the analysis. This section also explains the
algorithms and evaluation metrics that we have used. Chapter 4 discusses the results
obtained in our experiments. Finally, Chapter 5 draws conclusions and defines future
works.



Chapter 2

Background and Theory

2.1 Communication in Industrial Internet of Things

As already explained, IIoT is integrating general purpose computing and its net-
working backbone, the Internet, with embedded computing and low-power, lossy
wireless networks. The key goal of IIoT is to extend traditional Service-Oriented
Architectures (SOA) that are predominantly used within industrial computing and
networking infrastructures, into the embedded world, where digital representations
of real-world entities offer services to access their physical state and to mash up these
real-world services with traditional services and data to create novel applications.
Yet, IIoT networks that are based on resource-constrained devices are exempted
from these powerful abstractions due to the heavyweight nature of SOA technologies
such as SOAP Web Services, TCP/IP, HTTP, and XML.

2.1.1 IP-based Communication

IIoT provides alternative lightweight services to integrate sensor data into existing
service networks and their interaction with services running on servers or in clouds
through the use of Internet standards. This allows the composition of higher and more
complex industrial processes which directly incorporate services provided by resource-
constrained devices. In particular, the 6LoWPAN working group [24] proposed a
light-weight IPv6 adaptation layer for IIoT which allows efficient transmission and
adaptation of IPv6 packets over IEEE 802.15.4 as a data-link and physical layer
protocol. By communicating natively with IP, 6LoWPAN networks are connected to
other networks simply using IP routers. The 6LoWPAN uses only UDP as TCP is
considered to be too resource-demanding. IPv6LowPAN networks usually operate
on the board by acting as stub networks, meaning that data entering the network is
destined for one of the devices on the IPv6LowPAN network. There are two types
of devices within a typical IPv6LowPAN network: routers that route data destined
for another node on the network and hosts that represent the receiver devices of
messages.

Routing is the ability to transfer a data packet from one device to another one,
sometimes over multiple hops. Depending on what layer the routing mechanism
is placed, two categories of routing are defined: mesh-under or route-over. In a
mesh-under system, routing of data happens transparently, consequently, mesh-under
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networks are considered to be one IP subnet. In route-over networks the routing
takes place at the IP level, thus each hop in such networks represents an IP router.
The usage of IP routing provides the foundation to larger and more powerful and
scalable networks since every router must implement all features supported by a
normal IP router.

The IPv6 Routing Protocol for Low-Power and Lossy Networks (RPL) [51] is a
standardized routing protocol primarily used in a route-over 6LoWPAN network.
RPL creates a destination-oriented directed acyclic graph (DODAG) between the
nodes in a 6LoWPAN. It supports unidirectional traffic towards a DODAG root
and bidirectional traffic between 6LoWPAN devices and between devices and the
DODAG root (typically the border router - 6BR). There may exist multiple global
RPL instances for a single 6LoWPAN network, and a local RPL DODAG can be
created among a set of nodes inside a global DODAG. Each node in a DODAG has a
rank that indicates the position of a node relative to other nodes and with respect to
the DODAG root. Ranks strictly decrease in the up direction towards the DODAG
root and strictly increase from the DODAG root towards nodes. The RPL protocol
provides new ICMPv6 control messages to exchange routing graph information.
RPL supports two different routing modes; storing mode and non-storing mode. In
storing mode, all devices in the 6LoWPAN network configured as routers maintain
a routing table and a neighbor table. The routing table is used to look up routes to
devices, and the neighbor table is used to keep track of a node’s direct neighbors. In
non-storing mode, the only device with a routing table is the edge router; hence,
source routing is used. Source routing indicates that the packet includes the whole
set of hops it needs to travel to reach the destination. Storing mode needs higher
requirements on the devices acting as routers while using non-storing mode the
overhead increases with the number of hops a packet needs to traverse to reach the
destination.

Building upon 6LoWPAN, the IETF CoRE working group [23] follows the
REST (REpresentational State Transfer) principles to define CoAP, the Constrained
Application Protocol [19], which is a generic application-level protocol for information
exchange. CoAP provides exactly the subset of HTTP methods (GET, PUT,
POST, and DELETE) which is necessary to offer RESTful web services in an
IToT-compatible manner. In addition, CoAP provides optional transport reliability,
normally a core functionality of TCP which is due to the resource constraints by
nature not available in IIoT. At the same time, OASIS [36] proposes the MQTT
protocol, the Message Queuing Telemetry Transport [18], which is a client-server,
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publish/subscribe messaging transport protocol specifically designed for IToT contexts
where a small code footprint is required and/or network bandwidth is at a premium.
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Figure 2.2. An example of an IPv6 network with a 6LoWPAN mesh network [37].

2.1.2 Security Threats

Unlike in typical stand-alone wireless network deployments, due to the global TP
connectivity, the constrained devices in the 6LoWPAN networks are accessible from
anywhere. Hence, they are exposed to threats both from the Internet and from
within the wireless network. Morever, existing wireless networks are in most cases
operated over a local or personal area, that is, the system is operated by humans
that communicate with other humans or with some of the fixed components of the
system. IIoT have a different purpose, in the sense that communications will not
involve human interaction. This differentiates the challenges for securing the system
and therefore the approaches for offering protection need to be reconsidered. There
are many publications [34, [47] 26| 5, [§] that consider some of the most significant
security problems. In this work we try to summarize all the existing threats and
point out the major attacks against IIoT. We call an IIoT node a normal node if it
operates based on the system specifications. Otherwise, it is a malicious node or an
adversary.

Wireless Threats

The most basic threats are due to the nature of communication that takes place over
a wireless channel. Wireless communication suffer from a number of vulnerabilities:

1. Eavesdropping. The most easy way is to overhear the information that a
node transmits or receives and then analyze the captured data and extract
sensitive information without interacting with the network. These attacks are
also known as passive attacks.
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2.

Data alteration. An adversary can cause collisions of wireless transmissions
and then try to modify the message exchanged between wireless parties. These
attacks are also known as active attacks.

. Identity theft. Untethered in nature, the adversary can impersonate a

legitimate user and when the original user is inactive, transmit messages
without being noticed.

Routing Threats

The simplicity of many routing protocols for IToT networks makes them an easy
target for attacks. Karlof and Wagner in [28] classify the routing attacks into the
following categories:

1.

Spoofed, altered, or replayed routing information. While sending the
data, the information in transit may be altered, spoofed, replayed, or destroyed.
Since sensor nodes usually have only short range transmission, an attacker with
high processing power and larger communication range could attack several
sensors simultaneously and modify the transmitted information.

. Selective forwarding. In this kind of attack a malicious node may refuse to

forward every messages it gets, acting as black hole or it can forward some
messages to the wrong receiver and simply drop others.

. Sinkhole attacks. In the Sinkhole attack, the goal of the attacker is to attract

all the traffic. Especially, in the case of a flooding based protocol the malicious
node may listen to requests for routes, and then reply to the requesting node
with messages containing a bogus route with the shortest path to the requested
destination.

. Sybil attacks. In Sybil attack the compromised node presents itself with

multiple nodes identity. This type of attack tries to degrade the usage and
the efficiency of the distributed algorithms that are used. Sybil attack can be
performed against distributed storage, routing, data aggregation, voting, fair
resource allocation, and misbehavior detection [35].

. Wormholes. Wormbhole attack [12] is an attack in which the malicious node

tunnels messages from one part of the network over a link, that doesn’t exist
normally, to another part of the network. The simplest form of the wormhole
attack is to convince two nodes that they are neighbors. This attack would
likely be used in combination with selective forwarding or eavesdropping.

. HELLO flood attacks. This attack is based on the use by many protocols

of broadcast Hello messages to announce themselves in the network. So, an
attacker with greater range of transmission may send many Hello messages to
a large number of nodes in a wide area of the network. These nodes are then
convinced that the attacker is their neighbor. Consequently the network is left
in a state of confusion.
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7. Acknowledgment. Some IIoT network routing algorithms require link layer
acknowledgments. A compromised node may exploit this by spoofing these
acknowledgments, thus convincing the sender that a weak link is strong or a
dead sensor is alive.

Denial of Service (DoS)

This class of attacks is not concerned with the information that is transmitted.
Rather, the goal of the attacker is to exhaust the resources of the network and cause
it not to function properly. Wood and Stankovic [52, 53] classify several forms of
DoS attacks based on the layer that the attack uses. Some of these were already
mentioned so we will not repeat them. At the physical layer the attacks take the
form of jamming and tampering [34]. Jamming is done by interfering with the radio
frequencies nodes are using. Tampering refers to the the physical altering or even
damaging of the nodes. An attacker can damage and replace a node, for example,
by stealing or replacing information or cryptographic keys. At the link layer the
attacker can generate collisions and exhaustion may be caused by protocols that
attempt retransmission repeatedly, even when triggered by an unusual and suspicious
collision.

2.1.3 Security Solutions

Several attempts have been made in the past years towards preventing intrusions
over IToT networks based on alternative encryption and authentication techniques.
Some solutions focus on the validation of the integrity of message exchanges in order
to securely route information across the wireless medium [56), 46]. Others propose
lightweight, distributed secure group communication primitives that operate on-top
of the networking layer to protect data and to cope with potential compromises [14}, 7],
while others work at the application layer and propose energy-efficient encryption
methods to guarantee the confidantiality of the information exchanged [10]. However,
these approaches cannot completely prevent malicious users from intruding the
network and tamper with the operation of the network [I1]. For example, the above
techniques may not be fully protected against compromised nodes which participate
in the network and already have the shared cryptographic keys [55].

In the context of the IP-based IToT solutions, consideration of TCP/IP security
protocols is important as these protocols are designed to fit the IP network concept
and technology. While a wide range of specialized as well as general-purpose key
exchange and security solutions exist for the Internet domain, the 6LoWPAN and
CoRE IETF working groups look into IKEv2/IPsec [30], TLS/SSL [40], DTLS [38],
HIP [33], PANA [I7], and EAP [I] as candidate solutions of IIoT, we focus on the
discussion of in this study. Application layer solutions such as SSH [54] also exist,
however, these are currently not considered.

2.2 Anomaly Detection for Industrial Internet of Things

In an attempt to improve the overall security of networks, a number of Intrusion
detection systems (IDS) have been proposed [I0]. Such IDS architectures are
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classified into two basic categories depending on the data collection mechanism:

o Host-based. The IDS consults several type of log files (kernel, system,
application, etc.) and compares the logs against an internal database of
common signatures for known attacks.

e Network-based. The IDS is scanning network packets, auditing packet
information, and logging any suspicious packets.

IDS architectures can be further classified based on the detection technique:

e Signature-based. IDS centers on finding an occurrence of predefined signa-
tures or behavior that matches a previously known malicious action or indicates
an intrusion.

¢ Anomaly-based. IDS checks for any behaviors that fall outside the predefined
or accepted model of behavior.

¢ Specification-based. IDS defines a set of constrains that are indicative of a
program’s or protocol’s correct operation.

Furthermore, IDS architectures specific to wireless ad-hoc networks are further
divided into three categories:

e Stand-alone. Each node operates as a independent IDS and is responsible for
detecting attacks only for itself. Such an IDS does not share any information
or cooperate with other systems. This architecture implies that all the nodes
of the network are capable of running an IDS.

¢ Distributed and Cooperative. All nodes are running their own IDS, but
they also cooperate in order to create a global intrusion detection mechanism.

o Hierarchical. The network is divided into clusters with cluster-head nodes.
These nodes are responsible for routing within the cluster and accept all the
accusation messages from the other cluster-members indicating something
malicious. Additionally, the cluster-head nodes may also detect attacks against
the other cluster-head nodes of the network, as they constitute the backbone
of the routing infrastructure.

Based on the above classifications of available methods, we continue by describing
the basic philosophy of some characteristic IDS that are specifically designed for
wireless sensor networks. Each IDS combines different methods in order to define
the resulting architecture.

2.2.1 Anomaly-based Intrusion Detection Systems

Anomaly detection is a critical data analysis task that detects anomalous or inconsis-
tent data from a given dataset. Researchers proposed several definitions of what an
anomaly is, but a widely accepted definition is that of Hawkins: "An anomaly is an
observation which deviates so much from other observations as to arouse suspicions
that is was generated by a different mechanism" [25]. Notwithstanding the many
techniques available, the following are the research challenges [2].
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1. A lack of universally applicable anomaly detection techniques.

2. Data contains noise, which tends to be an actual anomaly and, therefore, is
difficult to segregate.

3. As normal behaviors are continually evolving and may not be normal forever,
current intrusion detection techniques may not be useful in the future.

An essential aspect of anomaly detection is the nature of the anomaly. We can
identify the following types of anomalies.

1. Point anomaly. A particular data instance deviates from the normal pattern
of the dataset.

2. Contextual anomaly. When a data instance behaves anomalously in a
particular context, it is termed a contextual or conditional anomaly.

3. Collective anomaly. A collection of similar data instances behave anoma-
lously for the entire dataset, the group of data instances is termed a collective
anomaly.

Designing an anomaly detection system, a fundamental aspect to decide is how
anomalies are represented as output, which is usually one of the two following ways.

1. Scoring-based. This technique assigns an anomaly score to each data point.
The scores are ranked and filtered according to some threshold.

2. Binary/label-based. Outputs are considered in a binary or multi-labeled
fashion.

The comprehensive nature of anomaly detection problems led to the development
of several techniques. Focusing on network attacks, a number of different approaches
can be employed to detect irregularities.
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Statistical Anomaly Detection

Exploits statistical laws to detect anomal behavior in networks.

Mixture Models. Each element falls into one of the following two classes:
(i) having a small probability of A; or (ii) the majority of elements having
the probability 1 — A. From a mixture model point of view, the two prob-
ability distributions which generate the data are called the majority (M)
and anomalous (A) distributions, with an element z; generated from either.
When the generative distribution for the data is D, it can be represented as
D= (1-)M+ )\A.

Principal Component Analysis (PCA). PCA is used to analyze high
dimensional data. It uses an orthogonal transformation to convert a set of
observations of possibly correlated variables into a set of values of linearly
uncorrelated variables called principal components. This transformation is
defined in such a way that the first principal component has the largest
possible variance, and each succeeding component, in turn, has the highest
variance possible under the constraint that it is orthogonal to the preceding
components. The resulting vectors (each being a linear combination of the
variables and containing n observations) are an uncorrelated orthogonal basis
set [49]. A PCA-based anomaly detector has the benefits of (i) being free from
any assumption of statistical distribution, and (ii) being capable to reduce
the dimension of the data without missing important information; therefore
having minimal computational complexity and allowing support to real-time
detections.

Information Theory

Information theory investigates the quantification, storage, and transmission of
information. Supervised anomaly detection techniques require a training dataset
followed by a test set to evaluate the performance of a model. In such cases,
information-theoretic measures are used to determine whether a model is suitable
for testing the new dataset. Applications involving information theory usually rely
on the following knowledge [31].

Entropy. Measures the uncertainty of a collection of data items. For a dataset
D, in which each data item belongs to a class (x € Cp), the entropy of D
relative to the |Cp| classification is defined as H(D) = Y xcc,, P(X)log%.

Conditional Entropy. This is the entropy of D given that Y is the entropy
probability distribution, i.e. P(z|y).

Relative Entropy. The entropy between two probability distributions p(z)
and ¢(x) defined over the same x € Cp.

Relative Conditional Entropy. The entropy between two probability dis-
tributions p(z|y) and ¢(z|y) defined over the same z € Cp and y € Cy-.

Information Gain. The measure of the information gain of an attribute or
feature A in a dataset D and is Gain(D, A) = H(D) — 3, cpatues(A) % (Dy).
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Classification-based

This technique relies on experts’ extensive understanding of the properties of network
attacks. This methodology is based on the analysis of normal traffic activity, which
builds the knowledge base and recognizes activities that deviate from the baseline
profile as anomalous. In this way, it is possible to detect intrusions that are completely
new, assuming that they manifest extensive deviations from the normal outline.

Clustering-based

Clustering refers to unsupervised algorithms that do not require pre-labeled data to
extract rules for grouping similar data examples. This type of anomaly detection,
together with the classification-based approach, will be better explained in the next
section.

2.2.2 Machine Learning for Intelligent Intrusion Detection

Machine Learning (ML) is a branch of Artificial Intelligence (AI) that provides
systems with the ability to learn from data identifying patterns and making de-
cisions with minimal human intervention. Machine learning algorithms build a
mathematical model based on sample data (also known as training data) in order to
make predictions or decisions without being explicitly programmed to perform some
specific task. It is intensively applied in situations where a solution to some specific
problem changes in time, like routing in a computer network or finding anomalies in
a specific data observation.
Machine learning algorithms can be classified into four categories:

¢ Supervised Learning. Those kinds of algorithms learn features from labeled
training data. The algorithms iteratively construct a model that learns how to
provide the right output given a set of features.

e Unsupervised Learning. Some types of problems only provide inputs with-
out desired targets. Unsupervised learning does not require labeled data and
can investigate similarity among unlabeled data, and from there, it can learn
to group, cluster, or organize the data in a way such that a human (or other
intelligent algorithms) can come in and make sense of the newly organized
data.

¢ Semi-Supervised Learning. This class of algorithms falls in between Super-
vised and Unsupervised methods. In many practical situations, the cost to label
data is too high, since it requires skilled human experts to do that. Therefore,
semi-supervised algorithms are explicitly designed to work in applications c
characterized by the absence of labels in the majority of the observations but
present in few.

¢ Reinforcement Learning. Inspired by the learning behaviors of human
beings, in Reinforcement Learning, no specific outcomes are defined, and the
agent learns from feedback after interacting with the environment. The agent
performs some actions and makes decisions on the basis of the reward obtained.
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Figure 2.4. Types of Machine Learning Algorithms [16].

An agent can be rewarded for performing good actions or punishment for bad
actions and use feedback criteria to maximize the long term rewards.

Deep Learning algorithms can further extend the classification above. Artificial
Neural Networks (ANN) are composed of neurons connected through weighted
connections. Deep Neural Networks make use of complex and wide layers of neurons
to produce effective solutions that typically outperform classical Machine Learning
algorithms. The strength of Deep Learning models is that they can extract additional
features themselves based on the initial set of features provided to the algorithms,
which enables the learning process to be more accurate.

Intrusion Detection System

1

[ Source Of Data

Host Based 1 Network Based 1 Anomaly Based ] Signature Based |

| Conventional Machine Learning | Deep Learning
[ Generative [ Hybrid ] [ Discriminative
Sum Product Boltzmann Generatlye Convolutional Recurrent
Auto encoders . Adversarial Neural Neural
Networks Machine
Networks Networks Networks

Figure 2.5. Classification of deep learning methods for Intrusion Detection [6].

Machine Learning Techniques for IIoT Security

The rise of machine learning applications has led to the vast adoption of several
Al-based solutions. A number of techniques have been employed to detect anomalies
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in IToT environments:

Naive Bayes. This is a probabilistic based on the Bayes theorem and is used
for classification tasks. It uses conditional independence to approximate the
solutions.

K-Nearest Neighbour. The KNN algorithm assumes that similar things
exist nearby. An object is classified through a mechanism of voting of the k
nearest objects and is assigned to the most voted class. In KNN regression,
the output is the average of the values of k nearest neighbors.

K-Means. It aims to partition n observations into k clusters in which each
observation belongs to the cluster with the nearest mean, serving as a prototype
of the cluster. Starting from an initial group of randomly selected centroids, it
performs an iterative optimization of the centroids adding new data points.

Random Forests and Decision Trees. Decision trees use a tree data
structure to navigate from observations about an item to conclusions about the
item’s target value. Tree models where the target variable can take a discrete
set of values are called classification trees. Decision trees where the target
variable can take continuous values are called regression trees.

Support Vector Machines. An SVM training algorithm builds a model
that, learning from training examples, assigns new examples to one class. The
objective of the support vector machine algorithm is to find a hyperplane in
an n-dimensional space that distinctly classifies the data points.

Recurrent Neural Networks. Unlike feedforward neural networks, RNNs
can use their internal state (memory) to process sequences of inputs. Long
Short-Term Memory (LSTM) is the most widely used RNN in IToT anomaly
detection applications.

Deep Learning. As explained in the previous section, deep learning is
extensively adopted to solve anomaly detection problems.

Limitations in Applying Machine Learning in IToT Networks

Intelligent algorithms usually require large data sets to learn effectively, making
it difficult to apply efficient and scalable solutions for low-power IIoT devices [16].
Two main challenges limit the spread of practical solutions.

1.

Processing power and energy: direct employment of traditional machine learn-
ing solutions is not suitable in resource-constrained settings. Even more,
efficient IIoT IDS require real-time data processing to detect attacks actively,
while conventional ML methods are not designed to handle constant streams
of data in real-time.

. Data management and analytics: in an IIoT environment, data is constantly

generated from different sources. Heterogeneous data coming from different
devices also leads to problems in terms of efficient and unified generalization,
requiring pre-processing and data cleaning steps.
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2.3 Time Series Analysis for Industrial Internet of Things

Observing an IIoT device over time, we learn how to distinguish between its attacked
and normal behavior. A time series is simply a sequence of data points ordered in
time. In a time series, time is often the independent variable, and the goal is usually
to make a forecast for the future. However, dealing with time observations, it is
useful to analyze the forecast to locate stationarity or seasonability. Time series
analysis involves generating models that best capture or describe an observed time
series in order to understand the underlying features. This often means making
assumptions about the form of the data and decomposing the time series into base
components.

2.3.1 Seasonability and Stationarity

Seaonability implies periodic fluctuations in data observations over time. This
behavior is typical of electricity consumption, which is usually high during the
day and low during the night. Seasonability can be derived from examining the
autocorrelation, i.e., the similarity between observations as a function of the time
lag between them.

Time Series Analysis Plots
Dickey-Fuller: p=0.04742

Time

Autocorrelation Partial Autocorrelation
10 10

a8 a8
06
04
0z
oo

-0.2
o 10 20 = 40 50 & a o 20 0 40 50 &

Figure 2.6. An example of time series analysis plot [42].

Stationarity refers to the presence of statistical properties that do not change
over time The time series has constant mean and variance, allowing for periodical
fluctuations. Stationarity is an important feature of a time series because it makes
it easier to make predictions if we assume that the future statistical properties will
not be different from the currently observed.

Dickey-Fuller is a statistical test that determines if a time series is stationary
or not. It tests the null hypothesis that a unit root is present in an autoregressive
model. If p > 0 then the process is non-stationary. If p = 0, the process is considered
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to be stationary.

Transformations are used to stabilize the non-constant variance of a series.
Common transformation methods include power transform, square root, and log
transform. Most of the time, log transformation is used to flatten out non-stationary
nodes back to a linear relationship.

Non-Stationary series

Stationary series Non-Stationary series

(a) Mean increases over time. (b) Variance varying spread of values over
time.

Figure 2.7. Example of stationary vs non-stationary time series [42].

2.3.2 Modelling Time Series

Modeling a time series can be useful in making predictions or searching for trends.
In this respect, a number of techniques have been developed:

¢ Moving Average. This model asserts that the subsequent observation is the
mean of all past observations. A window can be applied to smooth the time
series. The moving average can be used to identify interesting trends in the
data. The longer the window, the smoother the trend will be.

o« Exponential Smoothing. This model works similarly to moving average,
but a different decreasing weight is assigned to each observation. This less
importance is given to observations as we move further from the present. Each
measurement is represented in the form y = ax; + (1 — a)y;—1, where ¢t > 0,
0 < a <1 and « represent the smoothing factor.

¢« Double Exponential Smoothing. Used when there is a trend in the time
series. In that case, we can use this technique to smooth the trend factor of
the observations. Similarly to exponential smoothing, observations can be
represented as y = ax+ (1 —a)(yi—1+bi—1) and b = By —ye—1) + (1 = B)bs1
where t > 0,0 < a<1,0 < B < 1. and S represent the trend smoothing
factor.
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Chapter 3

Materials and Method

Existing security solutions cannot completely prevent malicious users from intruding
the network and tamper with the operation of the network. In this work, we look
into intrusion detection as a second line of defence to protect IoT once an intrusion
is detected by activating certain actions to minimize damages, gather evidence for
the prosecution, and even launch counter-attacks. We propose an Anomaly-based
intrusion detection system (IDS) that operates at the transport-layer level on top
of 6LoOWPAN networks. Assuming an IPv6 enabled IoT, a solution that operates
at transport-layer is generic enough to be applied also in combination with closed
systems that implement proprietary hardware and custom network protocols. Our
solution does not require any particular implementation of 6LoWPAN or RPL, or
any additional encryption primitive.

Our IDS uses the ICMPv6 control messages defined within 6LoWPAN to passively
collect high-level information for the state of the network, such as the round-trip-time,
hop distance and packet loss. The IDS periodically transmits a sequence of ICMPv6
control messages to each node of the network based on the public IP addresses.
Then it checks for any behaviours that fall outside the predefined, accepted model
of behaviour.

In contrast to existing general purpose security systems, in IoT, it is simply
infeasible to expect a network administrator to be aware of the full range of potentially
relevant possibilities and be able to pull them together manually. For this reason,
we completely avoid defining a series of hard-coded alarm limits associated with
assumed “steady states” for the network, known to send a large number of false
alarms. Instead, we use a combination of machine-learning and statistical analysis
to address the specific problem of anomaly detection.

We assume that there is an initial period of time where the network administrator
can collect sufficient data regarding the operation of the network. Then periodically
we examine the operation of the network by collecting additional statistics and try
to identify observations which differ significantly from the majority of the initial
data.

Given a set of traces collected: a network-level anomaly detector characterizes if
the network is affected by at least 1 malicious node; a class-sensitive network-level
anomaly detector characterizes if the network is affected by at least 1 malicious
node of a specific attack class; a node-level anomaly detector characterizes each
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node of the network if it is a malicious node or not; and a class-sensitive node-level
anomaly detector characterizes each node of the network if it is a malicious node
of a specific attack class. The performance of an anomaly detector is characterized
by the precision, that is the ability of the detector not to label as positive a sample
that is negative and is measured by the ratio of correctly labelled as L to all items
actually labelled as L; the accuracy, representing the set of labels detected that
exactly match the corresponding set of actual labels; the sensitivity, the ability of
the detector to find all the positive samples and is measured by the ratio of items
correctly labelled as L to all items that belong to label L; and the overhead, the
number of packets that constitute the trace.

3.1 System Architecture

The system that we propose is structured in three main components. Figure
depicts our system architecture.

First, we collect heterogeneous data about industrial networks. This process
generates log files that contain information of each RPL DODAG and ICMP packets
for each node of the network. Log files are manipulated in order to extract relevant
information and pre-processed for subsequent analysis. This module includes data
exploration and visualization components that are useful for the analysis tasks.

Analysis components get in charge of feature selection for attack detection and
classification. Both components implement the algorithms that will be described in
Section [3.3

Results obtained by classification and detection modules are finally exported in
a OSV format for further analysis and checks.

Intrusion Detection System

[P ——
Data Collection I Data Cleaning and Attack Detection Results
Transformation
|
Q
I O
O o)
Log —Y%
Feature Detected
Collect Information l kit Al

P e | B =
HS) S =

Feature Classified
Networks

Selection Attacks

Figure 3.1. Final system architecture.

3.2 Experimental Scenario

The target of our experiments aim at providing an automated way of recognizing
intrusions in a network. Given an RPL DODAG, we generate ICMP packets for
each node of the network. Figure depicts our proposed methodology.
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Figure 3.2. Methodology Flow Diagram.

The experiments are based on simulated networks generated by the Cooja tool,
the standard Contiki network simulator. We conducted several experiments on
different grid schemes (i.e., 3x3, 4x4 and 5x5 grids) as well as random topologies
(of 9, 16, 25 nodes). For each node, we collected 200 ICMP packets (sending ping
messages from the root node to each other node of the network in every 5 sec),
the round trip time (RTT) of each of these messages and the distance of the node
from the RPL DODAG root. We parse raw data collected from each experiment to
extract relevant features in a table structure. This is helpful to gather statistical
information from the dataset. From the analysis of this set of data, we expected to
retrieve enough information to learn the usual behaviour of the network.

Given the generated network topologies, we substitute some of the nodes of the
network with malicious nodes realizing either Black Hole or Grey Hole attacks. The
number of malicious nodes is significantly fewer than the number of benign nodes.
This is typical in anomaly-detection problems. Since all nodes in the experiment
run RPL protocol, we expect that an attacked node will affect the transmissions
of its neighbours. Even more, we realized that the malicious nodes usually have
more or less important effects on the entire network. Thus all nodes belonging to an
attacked network have been labelled as attacked.

After this first exploratory analysis of the data, we select a set of features based
on the statistics of the ICMP packets collected over a non-overlapping window of
ICMP packets, to train and evaluate the learning algorithms. IMCP packets window
is a subset obtained dividing the 200 ICMP messages received by a node by a fixed
number in the interval [12,24,48,100,200] and extract features on that number of
ICMP packets. Finally, we run the learning algorithms on the selected dataset and
collect results.
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3.3 Methods for Anomaly Detection

3.3.1 K-Nearest Neighbors (KNN)

KNN algorithm is a non-parametric method used for classification and regression [3].
The input consists of the k closest training examples in the feature space. An object
is classified by a plurality vote of its neighbours, with the object being assigned
to the class that is most common among its k nearest neighbours (k is a positive
integer, typically small).
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(a) Example dataset. (b) Example 5NN classification map.

Figure 3.3. Example KNN visualization [48].

3.3.2 Random Forest (RF)

Random Forest (RF) algorithms employ a technique known as bagging, whereby
data instances are resampled multiple times to produce multiple training subsets
from the training data. Decision trees are then created from each training subset
until ensembles of trees have been created. Each tree then casts a unit vote for the
outcome of an incoming data instance class label. RF is flexible, with constrained
computational resources required.

3.3.3 Deep Neural Network (DNN)

Artificial neural networks (ANN) are computing systems that are inspired by the
biological neural networks that constitute human brains. Each neuron performs
some calculation and outputs a value that is then spread through all its outgoing
connections as input into other units . Connections are characterized by weights that
correspond to the importance of the link between two neurons. The computation
performed by a unit is separated into two stages: the aggregation and the activation
functions. The aggregation function calculates the sum of the inputs received by
the unit through all its incoming connections. The resulting value is then fed into
the activation function. Neurons are organized in levels. Layers between input and
output layers are called the hidden layers. When a new input is given, information
passes across layers until the output, where classification happens.
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Figure 3.4. Random Forests example visualization [43].
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Figure 3.5. 3-layer Neural Network example [29].

3.3.4 Support Vector machines (SVM)

The basic idea of SVM for time-series approximation is mapping the data into
a high-dimensional feature space by a nonlinear mapping and then performing a
linear regression in the feature space [45]. The nonlinear mapping can be efficiently
computed through a kernel function, without iterating over all the corresponding
data points. Given the kernel function, the SVM learner tries to find a hyperplane
that separates positive from negative data points and at the same time maximizes
the separation (margin) between them. This method is known to be resilient to
overfitting and to have good generalization performance, due to the max-margin
criterion used during optimization. Furthermore, the SVM is guaranteed to converge
to a global optimum due to the corresponding convex optimization formulation.

3.3.5 K-Means

K-means is an unsupervised algorithm used to compute (K) clusters in data. A
point is considered to be in a particular cluster if it is closer to that cluster’s centroid
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Figure 3.6. SVM example visualization [50].

than any other centroid. K-Means finds the best centroids by repeating over the
following phases: (i) assign data points to clusters based on the current centroids;
(ii) choose centroids based on the current assignment of data points to clusters [39]

K-Means Clusters e Class0

e Class1
s Class2?

Figure 3.7. K-Means 3-classes clustering visualization from the dataset.

Formally, given a set of n unlabeled training examples z1, ..., z,, we want to
group the data points into &k clusters. Our aim is to predict k centroids and a label ¢;

indicating the cluster to which each data point belongs to. The k-means clustering
algorithm iterates as follows:

1. Initialize cluster centroids pq, ..., ux € R™
2. Repeat until convergence:

(a) For every i

ci = argming]|zy — pig]|*
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3.4 Prediction Performance Measure

The performance of the classifiers is based on calculating the precision, accuracy,
recall and F1 Score for each class and then computing their unweighted mean. This
approach does not take label imbalance into account, e.g., when 95% of items are
labelled Normal and 5% are labelled Under-Attack, if all the items are labelled as
Normal, the accuracy would be 95% but all items from label Under-Attack would
be misclassified. For this reason we made sure that there is a good balance across
the different labels considered during both training and validation. The four metrics
used are defined as follows:

Precision (or Positive Predictive Value (PPV)) — represents the ratio of items
correctly labelled as L to all items actually labelled as L, that is, the ratio
%, where T'P is the number of true positives and F'P is the number of
false positives. The precision is intuitively the ability of the classifier not to

label as positive a sample that is negative.

Accuracy (or Proportion Correct) — represents the set of labels predicted that
exactly match the corresponding set of actual labels.

Recall (or Sensitivity or True Positive Rate or Probability of Detection (PD) or
Detection Rate) — represents the ratio of items correctly labelled as L to all
items that belong to label L, that is, the ratio #I}N), where TP is the
number of true positives and F'N is the number 0% false negatives. The recall

is intuitively the ability of the classifier to find all the positive samples.

F1 score, or balanced F-score or F-measure represents a weighted average of
the precision and recall, where 1 is the best score and 0 the worst score. The
relative contribution of precision and recall to the F1 score are equal. The

. 2 151 Ul
formula for the F1 score is; 2Xprecisionxrecall)
(precision+recall)

AUC (or Area Under the ROC curve) - ROC is a probability curve and AUC
represents degree or measure of separability. It tells how much model is capable
of distinguishing between classes.

3.5 Implementation Details

The learning algorithms are implemented using Python 3.7.1 in combination with
Keras 2.2.4, Pandas 0.24.1, Scikit 0.20.3 and Numpy 1.15.4. All the experiments
have been performed on a Macbook Pro 2017 - 2,3 GHz Intel Core i5, 8 GB 2133
MHz LPDDR3. We release all the dataset and the code used for the experiments on
a Github repository

(https://github.com/ichatz/iot-netprofiler).


https://github.com/ichatz/iot-netprofiler
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All mentioned algorithms have been extensively used by the state of the art
solutions in order to solve anomaly-detection problems. We used the following
operating parameters:

1. K-Nearest Neighbor (KNN) - using K = 3.
2. Random Forests Classifier - building 100 estimators.
3. Support Vector Machines (SVM) - using a linear kernel.

4. Deep Neural Network Classifier - using 5 hidden layers of 32, 64, 96, 64,
32 neurons respectively. Dropout and L2 regularization are applied to reduce
overfitting. We use the cross-entropy loss function to evaluate training and
validation losses.

5. K-Means - with K equal to the number of classes. In this case, data are
pre-processed using a PCA.
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Chapter 4

Results

4.1 Exploratory Analysis

A first exploratory analysis has been conducted in order to have a better under-
standing of the parameters available. Notice that the RPL DODAG could have a
different configuration each time that you run an RPL instance on the network, thus,
even with the same topology, the network could have a different structure. Even
the maximum distance of a node from the root could vary. The distribution of RTT
at each node is more or less the same. Even more, by observing the distribution
of a node at certain hop-distance from the root, we can usually understand if the
node (or one of its neighbours) has been attacked. In fact, depending on which kind
of attack has been performed, it’s easy to notice that the distribution of a certain
number of nodes is affected. In particular, we can distinguish between the following
cases:

o if the network has been attacked with a Black Hole attack, then we can observe
that at least a node becomes unavailable. Most of the times, if this node N
was not a leaf of the DODAG, this attack could also affect child nodes of N.
In such cases, other nodes could remain unavailable for the entire experiment,
or could start again to communicate with the root though an alternative path;

o if a Gray Hole attack has been performed, we can still observe an effect on
variance and latencies of some nodes.

RTTs can vary over time; thus, it could be useful to study them to find:

1. Autocorrelation that highlights the similarity between observations as a
function of the time lag between them.

2. Seasonability, i.e. periodic fluctuations.
3. Trends.

4. Stationarity that describes variations of statistical properties over time. That
information could help us to study trends in data.
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(a) Grid 3x3 topology. (b) Random 9-nodes topology.

(d) Grid 4x4 topology.

Figure 4.1. Network topologies used for our experiments. Red and orange nodes represent
Black Hole and Grey Hole attacks respectively.
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Figure 4.2. RTT distribution of a 3x3 grid experiment.
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Let us start discussing the autocorrelation that is also helpful to derive sea-
sonability. Assuming that the distribution of each variable fits a Gaussian (bell
curve) distribution, we can use the Pearson’s correlation coefficient to summarize
the correlation between the variables. Pearson’s correlation coefficient is a number
between —1 and 1 that describes a negative or positive correlation, respectively. A
value of zero indicates no correlation. We can calculate the correlation for time-series
observations with previous time steps, called lags. Because the correlation of the
time series observations is calculated with values of the same series at previous times,
this is called a serial correlation, or an autocorrelation. A plot of the autocorrelation
of a time series by lag is called the AutoCorrelation Function, or the acronym ACF.
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Figure 4.3. Autocorrelation of a 3x3 grid experiment.

The results obtained above do not show particular trends, suggesting that the
RTT time series are stationary. In order to make strong assumptions about our data,
we computed Advanced Dickey-Fuller test[20]. This is a statistical test called a unit
root test. The intuition behind a unit root test is that it determines how strongly
a time series is defined by a trend. It uses an autoregressive model and optimizes
an information criterion across multiple different lag values. The null hypothesis
of the test is that the time series can be represented by a unit root, that it is not
stationary (has some time-dependent structure). The alternate hypothesis (rejecting
the null hypothesis) is that the time series is stationary.

1. Null Hypothesis (HO): If failed to be rejected, it suggests the time series has a
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unit root, meaning it is non-stationary. It has some time-dependent structure.

2. Alternate Hypothesis (H1): The null hypothesis is rejected; it suggests the
time series does not have a unit root, meaning it is stationary. It does not
have a time-dependent structure.

Results from Advanced Dickey-Fuller test confirms that the hypothesis that
RTTs time series is stationary, at least for more than 79% of nodes. Starting from
these results, a log transform has been used to flatten out non-stationary nodes back
to a linear relationship. This could help learning algorithms; in fact, stationary time
series can be easier to model.

4.2 Features Extraction and Selection

From the results stated above, we consider the following features:
1. the id of the experiment;
2. node id;

3. tr__time, i.e. the sum of RTTs of a node during the experiment in a fixed
window of packets;

4. pckt__count number of packets that have been received in a fixed window of
packets;

mean of the RTT;
var of the RTT;
hop of the node during the experiment;

min value of the RTT;

© »©® N o

the max value of the RTT;

10. loss, i.e. the number of lost packets in a fixed window;

11. the number of outliers in a fixed window.

12. the label indicating if a node belongs to an attacked network or not.

Data resulting from different networks could have different mean and variance
due to their different network topologies. This could reduce the learning rate of
machine learning and deep learning algorithms. Thus we apply feature normalization.

Some features could be more important than others, so if we select the right set
of features, this could help to improve the results given by a learning classifier. In
order to select the best set of features, we calculate the correlation matrix of features.
We use the Pearson Coefficient that assigns a value within 1 (i.e. positive correlation)
and —1 (negative correlation). Following the approach proposed by Furkan Yusuf
Yavuz, Devrim AlJnal and Ensar Gul in [21], we use Random Forest Classifier to
iteratively select the most relevant features. In fact, as they suggest, if feature
importance is high, it dilutes the effect of the others and may cause overfitting, while
less important could slow down (or even deviate) the learning process.
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Figure 4.4. Features correlation and importance.
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Figure 4.5. Neural Network Model used for attacks detection and classification.

4.3 Experimental Scenarios

We apply learning algorithms with the aim of detect attacks in an IoT network
as accurately as possible. Particularly, we focus on supervised and unsupervised
algorithms. With this analysis, we want to compare the effectiveness of the following
algorithms:

1. K-Nearest Neighbor (KNN) - using K = 3.
2. Random Forests Classifier - building 100 estimators.
3. Support Vector Machines (SVM) - using a linear kernel.

4. Deep Neural Network Classifier - using 5 hidden layers of 32, 64, 96, 64,
32 neurons respectively. Dropout and L2 regularization are applied to reduce
overfitting. We use the cross-entropy loss function to evaluate training and
validation losses.

5. K-Means - with K equal to the number of classes. In this case, data are
pre-processed using a PCA.
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All mentioned algorithms have been extensively used by the state of the art
solutions in order to solve anomaly-detection problems [16].

We take into consideration two different experimental scenarios. In the first one,
we want to detect if a network has been attacked or not. In the second scenario, we
try to recognize what kind of attack has been performed if any. In each scenario, we
train the learning algorithms with the following approach:

1. Select a window of N ICMP packets for each node (N € [12,24, 48,100, 200]).
2. Select a subset of features.
3. Split the dataset using 80% of the data for training and 20% for testing.

4. Train the algorithm using 5-fold cross-validation. Therefore, split the training
set and iteratively evaluate the results on 20% of this set.

5. Finally, we test the algorithm on the test set.

The dataset that we generated comes from 43 independent experiments (i.e.
networks) that we performed on Cooja. Therefore, we have data coming from 442
different nodes.

Training Testing
80% 20%
Validation
Validation
5-fold
Validation cross

validation

Validation

Validation

Figure 4.6. 5-fold partitioning of dataset for model training, validation and testing.

4.4 Experimental Results

Results suggest that we can accurately detect if an attack has been performed.
Attacks are accurately detected by KNN, Random Forests and Deep Neural Network
that achieve accuracy of 80%. Even more, thanks to the stationary property of
the time series, we noticed that varying the size of the windows, the results remain
almost the same. Therefore, we can detect an attack observing packets in a window
of size 12 (corresponding to 1 minute). Results became more accurate, increasing
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the size of the windows. Experiments suggest that selecting the entire set of features
gives better results.

The most surprising result was given by a dataset containing features coming
from experiments with any windows sizes. The dataset was obtained extracting the
features of every single network with a window of randomly selected value from
[12,24,48,100,200]. This variety of window sizes helps models to generalize. The
figure below shows the results of this experiment for attack detection.

model n_classes accuracy precision recall fl1-score auc roc

knn 2 0.803406 0.797810 0.794549 0.796010 0.794549

random forest 2 0.829721 0.829888 0.815789 0.820818 0.815789
svm 2 0.752322 0.755062 0.726316 0.731972 0.726316

neural network 2 0.823529 0.847324 0.795865 0.806430 0.795865
kmeans 2 0.375891 0.383400 0.382168 0.375668 0.382168

Figure 4.7. Attack Detection Results.

Finally, the attack classification obtained decent results from the randomly
selected windows sizes dataset. KNN and Random Forests obtain 70% accuracy.
If we fix the window size to a value in the interval defined before, performances
decrease, suggesting that more data are needed in order to train suitable models.

model n_classes accuracy precision recall fl1-score auc roc

knn 3 0.712963 0.698080 0.708799 0.701690 0.777039

random forest 3 0.750000 0.759638 0.727007 0.740593 0.791564
svm 3 0616667 0.686075 0.503812 0.514424 0.628717

neural network 3 0.505556 0.168519 0.333333 0.223862 0.500000
kmeans 3 0.439585 0.433131 0.381860 0.376426 0.538705

Figure 4.8. Attack Recognition Results.
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Chapter 5

Conclusions and Future Work

5.1 Conclusions

Our study presents an approach that can detect routing attacks based on a simple
analysis of ICMP packets. We introduce an Anomaly-based intrusion detection
system that works at the transport-layer level on top of 6LoWPAN networks.
Operating at transport-layer, our solution is generic enough to be also applied in
combination with closed systems that implement proprietary hardware or custom
network protocols and does not require any particular implementation of 6LoWPAN
or RPL, or any additional encryption primitive. Our proposed attack detection model
successfully detect packet-drop attacks (black-hole attack and grey-hole attack). Our
methodology offers a simple and efficient solution to detect if such attacks have been
performed. Experimental results suggest that even kind of attack could be detected
with high accuracy if learning models are trained with a sufficiently wide range of
data samples. The lack of open-source datasets and the difficulty in collecting this
type of data surely makes it difficult to train learning algorithms efficiently.

5.2 Future Work

As future work, we intend to extend the dataset with additional attack types and
scenarios, introducing a different rate of malicious and normal nodes as well as a
larger number of nodes. Data extension can surely allow for the development of a
stronger and more robust solution. We also plan to test more sophisticated Recurrent
Neural Network architectures like LSTM, which could help to achieve better results
on a larger dataset. LSTM has been successfully applied for both time series analysis
and attack detection tasks [32]. Unlike standard feedforward neural networks, LSTM
has feedback connections, making these networks particularly suited for classification
and prediction tasks based on time series data, since there can be lags of unknown
duration between important events in a time series.
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Sample of the Final Dataset
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The dataset used in this project is available on the GitHub repository. This appendix
illustrates the structure of the dataset and shows some examples. We collect data
using Cooja network simulator [44]. For each node in an experiment, we collect 200
ICMP messages. We simulate examples of normal-behavioral nodes and malicious
nodes. The firmware used to simulate attacked nodes is available in the open-source
GitHub repository of this project. We include both gray hole examples and black

hole examples.

PING aaaa::212:7403:

bytes
bytes
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bytes
bytes
bytes
bytes
bytes
bytes
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bytes
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bytes
bytes
bytes
bytes
bytes
bytes
bytes
bytes
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bytes
bytes
bytes
bytes
bytes
bytes
bytes
bytes
bytes
bytes

Figure A.1. An
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EEEE]
EEEE]
EEEE]
EEEE]
EEEE]
EEEE]
EEEE]
EEEE]
EEEE]
EEEE]
EEEE]
EEEE]
EEEE]
EEEE]
EEEE]
EEEE]
EEEE]
EEEE]
EEEE]
EEEE]
EEEE]
EEEE]

aaaa::

:303(aaaa::212:7403:3:303) 56 data bytes
12:7 : 03

: icmp_seq=1
: icmp_seq=3
: icmp_seq=4
: icmp_seq=5
: icmp_seq=6
icmp_seq=7
icmp_seq=8

: icmp_seq=9
: icmp_seq=10
: icmp_seq=11
: icmp_seq=12
: icmp_seq=13
: icmp_seq=14
: icmp_seq=15
mp_seq=16
mp_seq=17
: icmp_seq=18
: icmp_seq=19
: icmp_seq=20
icmp_seq=21
icmp_seq=23
: icmp_seq=24
: icmp_seq=25
: icmp_seq=26
: icmp_seq=27
: icmp_seq=28
icmp_seq=29
icmp_seq=30
icmp_seq=31
: icmp_seq=32
: icmp_seq=33
:7403:3:303: icmp_seq=34

example of collected ICMP messages.

ttl=63
ttl=63
tt1=63
tt1=63
ttl=63
ttl=63
ttl=63
ttl=63
tt1=63
tt1=63
tt1=63
ttl=63
tt1=63
tt1=63
tt1=63
tt1=63
ttl=63
tt1=63
tt1=63
tt1=63
tt1=63
ttl=63
ttl=63
tt1=63
tt1=63
tt1=63
tt1=63
tt1=63
tt1=63
tt1=63
ttl=63
tt1=63

time=59.7 ms
time=433 ms
time=148 ms
time=65.9 ms
time=65.0 ms
time=105 ms
time=132 ms
time=70.8 ms
time=92.7 ms
time=383 ms
time=117 ms
time=91.4 ms
time=117 ms
time=386 ms

time=162
time=151
time=363

time=85.8 ms
time=78.8 ms
time=97.3 ms

time=444
time=365
time=405
time=202
time=121
time=88.4 ms
time=62.5 ms

Section [4.9 discusses the process that we adopted for feature extraction and

selection.
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Appendix B

Project Code and Repository

The code of this research project is completely open-source. This section describes the
content of the GitHub repository (https://github.com/ichatz/iot-netprofiler).
First, we describe the logical structure of the API; then, we conclude explaining how
to execute the code.

Figure illustrate the logical structure of the project API.

e 1_Data_ Exploration.ipynb is a Jupyter notebook that performs the first data
exploration analysis explained in Section

e 2 Attack__ Detection.ipynb is a notebook performing the attack detection
analysis explained in Section

e data folder stores all input and output data.
— The input data should be added in the experiments subfolder.

e The lib folder contains the API functions used to implement all data manipu-
lation, analysis, and visualization steps.

The code can be executed running Jupiter notebooks with the following command
on terminal: jupyter-lab. Numpy, Pandas, Sklearn, Keras, and Matplotlib libraries
are required. Refer to Section for more details.


https://github.com/ichatz/iot-netprofiler
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root
—» data
—*  experiment
> figures
> maodels
> results
— lib
—*  visualization
\—b data_visualization.py
> analysis
—— trace_classification.py
—— Irace_statistics.py
— utils

‘—> trace_processing.py

Figure B.1. Project API structure.
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