Performance
Evaluation for
loT

Test complex scenarios

Andrea Vitaleftti

Note: the images are linked to the sources

The cloud

-Big data processing
-Data warehouses

Edge
computing
Edge computing
allows data from
internet of things
devices to be
analysed at the
edge of the
network before
being sent to a
data centre or
cloud.

The edge
-Real time

data processing
-Local processing
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Internet of things
-Smart devices

-Smart vehicles
-Connected systems
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Your final deployment, in its essence,
should look similar to the one depicted in
the picture.

e The “real node” is used to prove your
ability of integrating the specific
sensors envisioned in your application
scenario

e The lot-lab deployment is used to
prove you ability to scale-up your
solution into an ecosystem of nodes
organised in a network and to
evaluate their performance

What kind of phenomena?
e Sampling

o reconstruct a signal (e.g. black PM2.5)

o observe a value ... you already know the dynamics!
e Events (e.g >threshold)
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Reconstruct a signal
Sampling Theorem in few slides

Signal samples

Analog signal/continuous-time signal

Sampling interval 77

0 2r ar 6T 8T 107 127

Voltage for ADC
Analog signal

0 2r 4T 6T 8T 107 2T

https://www.sciencedirect.com/topics/computer-science/shannon-sampling-theorem

The sampling theorem specifies the

minimum-sampling rate at which a continuous-time 2

signal needs to be uniformly sampled so that the S > ma/x
original signal can be completely recovered or

reconstructed by these samples alone.
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r = sin(2r - 1.9t — 0.3) + 0.5sin(27
Sinusoid with freq = 2.0, amp = 1.2, and phase = 0.2 61t . 0.1) + 0.18@”(27{ . 20t . 0.2)
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Figure 2.13 from [Miiller, FMP, Springer 2015]
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Doing the right things
Duty Cycle ‘ :> ‘ Energy Effectiveness
NETWORK LAYER S STRATEGY IMPROVEMENT in METRIC
Compression Latency, Available Bandwidth
Application Layer Adjust Sensing Rate Network Lifetime, QoD
Data Reduction Techniques Latency, Available Bandwidth
Routing Protocols Realibility, Latency, Network Lifetime
Network Layer =
Packets Priority Realibility, Latency, Network Lifetime
Energy Aware MAC: Networlk Lifetime
Physical Layer Selection of low interference channels Reliability, Network Lifetime
MAC that Avoid Collisions Reliability, Network Lifetime
Channel Surfing Reliability, Network Lifetime
Link Layer Modifying Signal Power Networlk Lifetime
TUsing low interference channel Reliability, Network Lifetime
https://www.researchgate.net/figure/A-Summary-of-WSN-strategies-that-produce-improvement-in-QoS-metrics_fig1_266143081




IoT/Mist Metrics:

Fog Metrics:
Resource Utilization (Container or VM)

o Resource Utiization (Container) i et e
© Resource Load (Container) © Resource lifetime (Server, Container, or VM)
. © loT device Lifetime © Maximum running container or VM
Aggregation ®© » 5 * i e e bl
I o Response I
: [a— 3 — o Delay/latency Time (ultra-low) / \Z i o o T.L
3 7| o Provisioned Containers o Deprovisioned Containers or VMs.
0 J oA o Deprovisioned Containers o Throughput o Energy Consumption (e.g., fog servers)
S | il N — o The number of Damaged Tasks ° 5 fog servers)
| H e o SUA Volation (. success rate, o Reliabilty (moderate) https://www.resear
— | o Energy Consumption (lo! dropped tasks) / ,
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fromA  fomB  byC from A by C g i world-performance-
o Security (controversial) © The number of Contradictory : :
(a) Topology (b) Queues at node C (c) Queues at node C < Daties metrics-for-evaluati
Scenario I Scenario I © Time to Adaptation/Scalability Cloud Metrics: na-loT-Mist-Edge-F
Edge Metrics: © Competition Ratio —g—g—,
ity o Resource Utilization (Container, VM, host or og-and-Cloud_fig2
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o Delay/latency time (very low) ~ / o e
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© Deprovisioned Containers or VMs

spon
© Delay/latency time (low)

o The number of Damaged Tasks | o Provisioned Containers, VMs, Hosts or Data
(possible) centers
o Energy Consumption (e.g., gateway) © Deprovisioned Containers, VMs, Hosts or
hput of the o Temperature (e.g., gateway or Data centers
s routers) © Energy Consumption (e.g., hosts and data
© Reliability (moderate) centers)

© Availability and Trustworthiness © Temperature (e.g., data centers)
o Security. /
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Getting started H R i
. d“ Consumption monitoring
o oards
Nodes Monltorlng Deployment Consumption monitoring is an optional feature which measures the energy usage of your experiment nodes. It refers to the Control
5 os Node dedicated hardware installed on the I0T-LAB node to enable the monitoring. It provides you an efficient passive monitoring
Consumption ; ; o : ;
solution which helps you to design loT protocols or applications with low-power devices. In this documentation you will learn how to
Monitor M3 consumption Tools create a Profile monitoring configuration and enable it for your experiment. Moreover you will figure out how to get and analyse the
APl monitoring data
Monitor consumption during cu
: SsHeLl Create a monitoring proﬁle
experiment for a M3 node.
Run Script You have two ways to create a monitoring Prof i e, the IoT-LAB Webportal or CLI command-line tools. In both cases you must create a Profile with a name, M3
Consumption monitoring architecture and the following configuration:

Radio monitoring

Radio Websocket client

Serial aggregator

+ Monitor consumption: current, voltage and power.
« Period: 8244 s
« Average: 4

. . i X . On-chip debugging . i s i gEEian " .
Radio monitoring for M3 nodes Radio sniffing with M3 nodes These settings will give you a sampling period of P = &.244 ms * 4 * 2 = 65.95 ms. View this section for additional informations.

Radio characterization
MQTT broker

Leshan broker

In the Webportal go to the Resources Monitoring page and click New profile button

Monitor radio activity during Capture and analyze radio

With command-line tools use these commands:

() ()

experiment for a M3 node. communication during an

$ dotlab-auth -u <login>

$ iotlab-profile addn3 -n <profile_name> -p -voltage -current -power

-period 8244 -avg 4

experiment.

https://github.com/RIOT-OS/RIOT/tree/master/tests/periph_pm



fritzing

https://qithub.com/ichatz/riotos-apps/tree/main/temperature_humidity
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Motivation

| _/Decentralised cloud and low
latency computing

Surmounting resource
— limitations of front-end
devices

Sustainable energy
consumption

| /Dealing with data explosion
and network traffic

Smart computation
techniques

EDGE COMPUTING

Challenges

| General purpose
computing on edge nodes

— Discovering edge nodes

| /Partitioning and offloading
tasks

|/ Uncompromising Quality-
of-Service and Experience

|/ Using edge nodes publicly
and securely

Opportunities

|/ Standards, benchmarking
and marketplace

— Frameworks and languages

|/ Lightweight libraries and
algorithms

|/ Micro operating systems
and virtualisation

Industry-academic
collaborations

More on Lecture 14

Events

Something interesting happens!
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Outliers: interesting events or noise?

10000 o~
g
8000 -
g
6000 . o>
4000 ("'. .
e
2000 - ¢
el
20 40 60 80 100

A short journey of outlier
detection

Quick overview of several methods for finding outliers
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Ryota Bannai Jan 12,2019 - 5 min read * ﬁ} A

Let’s focus on Z-score

T —p
P

z =

where
e Xxisrawdata
e i isjust mean of x
e pisstandard deviation of x.

OUTLIER: x whose |Z-Score|>threshold

Approximately 68.3 % between
x=85and x=115

68.3%

z 3 -2 -1 0 1 2 3
—>
X 55 70 85 100 115 130 145

Source: https:/

import numpy as np
x=np.array([1,4,7,2,5,7,7,8,4,6,8,30])
2=(x-X.mean(axis=0))/x.std()

for 1dn (z < z.mean() - 3*z.std(),
2 > z.mean() + 3*z.std()):
if np.any(z[1])
print(z[1])

outlier_w_zscore.py hosted with ¥ by GitHub view raw

Where are we going to compute p and p?




Model distillation

i | DATA . -
1 Your final deployment, in its essence,
atode should look similar to the one depicted in
Model % the picture.
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§ e The lot-lab deployment is used to
Data Things Sfoap  tosves prove you ability to scale-up your
solution into an ecosystem of nodes
Training | Running COMMANDS | organised |n.a network and to
evaluate their performance
DATA
A possible approach
Problem ) oo
&
Since we cannot integrate arbitrary sensors - 2 ]
(e.g. stress sensor) in the lot-Lab deployment, 2 g
and in any case we do not have the ability of g H
generating specific events to trigger interesting o |® ]
monitoring activities (e.s. apply a force to a %m
sensor) 4>
P IE —
- testbed
how can we prove the RIS Models
efficiency/effectiveness of the proposed
DL P o
solution in “realistic” application COMMANDS

scenarios?

< Trigger events on IOT-LAB nodes (serial (nc)/maqtt) }—— Event Generator




(int argc, char **argv

A firmware skeleton {

intf("triggered %s\n", argv(l]);
(void)arge;
BOARD=iotlab-m3 make all (void)argv;
}
static const mmand_t commands [] = {

"tr , "trigger an event", trigger },

© senecto {

{ NULL, NULL, NULL }

Experiment trigger #256238

User vitalett

Submitted 2021-03-29 22:23:29

Started 2021-03-29 22:23:30

Duration| 0 minutes (0%) of 20 minutes

Nodes 1
NIEIG] Running |

| &0 £ -
Nodes uiD Firmware Monitoring Deployment Actions
m3-101.grenoble.iot-lab.info 9181 Trigger.elf % Success > O E $ &

int 1in (void)
o .
e ! Remember to close the terminal
IR « 1 8 T« § © K (T events");
pe— char line buf [SHELL_DEFAULT_BUFSIZE];
our experiment on 1 nodes s setto start for 20 minues. 1 in (commands, line_buf, SHELL_DEFAULT_BUFSIZE); Nodes uID Firmware Monitoring Deployment Actions
Subrit experment return 0; .
_ ) ! m3-101.grenoble.iot-lab.info 9181 Trigger.elf Success > O E s 0 >,‘ B
T/iot-lab/RIOT)
. . . :~$ ssh -L 20000:m3-101:20000 vitalett@grenoble.iot-lab.info
Nodes D Fiware Monfciing Depicyment Adgions G Linux grenoble 4.19.0-13-amd64 #1 SMP Debian 4.19.160-2 (2020-11-28) x86_64
m3-101.grenoble.iot-lab.info 9181 Trigger.elf Success > O E s 8> |0 Welcome FIT IoT-LAB users

:~$ ssh vitalett@grenoble.iot-lab.info
Linux grenoble 4.19.0-13-amd64 #1 SMP Debian 4.19.160-2 (2020-11-28) x86 64
Welcome FIT IoT-LAB users

$ nc m3-101 20000

trigger humidity

trigger humidity

triggered trigger:humidity
>

$ nc localhost 20000
trigger ciao

trigger ciao
triggered trigger:ciao
=1 A0

#!/bin/bash
for i in 1 2 3 4 5
do
echo "Trigger $i times"
done

https://unix.stackexchange.com/questions/332163/netcat-send-text-to-echo-service-read-reply-then-exit
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Nodes Serial Link Aggregation

Bl oiticutty: Medium
) puration: 30 minutes

Prerequisites: Subrit iment with M g the w /E

Description: This document shows how to use the tool on the ssh frontend. You will f

loam how to quickly get the output of al your experiment nodes and how to send messages to some of 12 Give e sooxel
them.
Description

Each node serial link can be accessed via a tcp socket to the node url on port 20000. Here is an example using net cat on node M3 with Id 10 on
Grenoble site involved in your running experiment

ne 53-10 20000

When running experiments with many nodes, you may want to access the serial link of all the nodes of your experiment at once. The presented tool
should relieve the pain of having multiple terminals each connected to one node.

You will have all the nodes output in one terminal, prefixed by a timestamp and the node identifier.

sertal_aggregator

<« C & riotosorg
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[Slensor [Alctuator [U]ber [L]ayer

Generic sensor/actuator abstraction layer for RIOT.

Detailed Description
Generic sensor/actuator abstraction layer for RIOT.

SAUL is a generic actuator/sensor interface in RIOT. Its purpose is to enable unified interar
Each device driver implementing this interface has to expose a set of predefined functions
Each device has further to expose a name and its type. This information can be used for ai
The SAUL module enables further the automated initialization of preconfigured actuators/s

SAUL drivers may rely on being called from a thread, and often block for short amounts of

So far, the interface only supports simple read and set operations. It probably needs to

/home/andrea/Documents
/University/teaching/loT/io
t-lab/RIOT/examples/saul

https://qithub.com/RIO
T-OS/RIOT/tree/maste

r/examples/saul

Experiment test #256239

User vitalett

Submitted 2021-03-29 22:42:24
Started 2021-03-29 22:42:26

Duration || 1 minute (5%)
Nodes 1

NIEIE] Running |

of 20 minutes

ostop || & | # >
Nodes uip Firmware Monitoring Deployment Actions )
m3-96.grenoble.iot-lab.info b468 saul_example.elf & Success > O 8 & >

An example https://agicn.org/forecast

EVENTS

Assume you have to monitor PM2.5
air pollution and you are interested in
events generated when observations
are above 150

Trigger events on IOT-LAB nodes (serial/mqtt)

Event Generator
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RAWDAD

A Community Resource fo Archiving Wireless Data At Darimouts

DATASET
REAL
TRACES

=5

All datasets and tools: sorted by release date

20200526 =
Captured Zigoao packats fom commercial smart home devices

Michael Weber, Patrick Tague.

There are 3 mobility traces datasets available on dataworld, ~|[S===

53] Mobity Traces of Taxi Cabs

saseof mobity tracesof a2 i ome. ety

55| Mobity Troces s Taxis
B o

N———

Pocket Mobilty Trace Recorder

‘Search CRAWDAD via Google:

e ]
oo Extipm
Datasets and toois by keywore £ o gt
| 2000008 -
Max Maass, Lars Almon, Matthas Holick.
BLE bescon
oht
20200218 —
Dotaset for evaluaton of corpresence detection

‘Gontributed by Michael Haus, Aaron Yi Ding, Jorg Ot

126 sbject,oer e ot
by (i

210405 =

‘Contrbuted by Emmanauil Alimperts, Aggelos Bietsas,

caton a0t ) Messrement
) The ysamas
G s Saton) o
Coti prover

2018096 o

o
N30 10 157557 04500 St . 012340, ond e 20130415

‘Gontributed by Ana Aguiar

20100828 n

Thotaces e

Mobility Models
SYN T H ET I C Random Models with Models with Models with Hybrid
Models Temporal Spatial Geographic Models
DATA D 'y Restriction
Random Gauss- Reference Pathway
‘Waypoint Markov Point Group Mobility
Model Model Model Model
[ I | I
Random Smooth Set of Obstacle
‘Walk Model Random Correlated Mobility
Mobility Models Model
Model
|
Random
Direction
Model

Random Way Point model:

Each node moves along a zigzag line from
one waypoint P, to the next P, ;.

The waypoints are uniformly distributed
over the given convex area, e.g. unit disk.
At the start of each leg a random velocity is
drawn from the velocity distribution.

(in the basic case the velocity is constant 1)
Optionally, the nodes may have so-called
"thinking times" when they reach each
waypoint before continuing on the next leg,
where durations are independent and
identically distributed random variables.
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Boards

On the Lille site, the nodes are deployed in our two buidlings at Inria Lille — Nord Europe. The most part is spread across the A

Deployment building, usefull for large network and multi-hop experimentations. An additionnal part is deployed in a structure called Le Cube, in the
Grenoble B building, with a variety of boards.
Lille

server (IR

155
: PO w0 7140 o € L rch e @ [ -woraz-swa: |z iy )
Strasbourg Resources
os « Inthe A building:

© 256 loT-LAB M3
Tools

© 11 Zolertia Firefly
* Aset of different boards in Le Cube:
o 5BBC microubit
o 510FLABM3
o 5 Microchip SAMR21
o 5STBLO72Z-LRWAN1
o 5 Zolertia Firefly > 8-,

Topology in the A Building

Lille testbed is deployed at a building scale, over the three floors of our Inria building, through offices, corridors, meeting or storage rooms, in addition to a dedicated
room. The deployment zones over the building are marked in blue in the figure below. See the video below to visit the deployment across the building.




3rd floor

l_—\_

L%ﬁlﬂﬂ:[_l_ig i

i LT ]

Ground floor: m3-[1-45], firefly-[1-3]

First floor: m3-[46-111], firefly-[4-6]
Second floor: m3-[112-129], firefly-[7-8]
Dedicated room (2nd floor): m3-[130-256],
firefly[9-11]
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ASSUMPTION: Simulation of underwater links with wireless
... I'm perfectly aware this is a simplistic assumption
because ... but .... Then | consider it as an upper bound on

performance!




