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Which are the main
components of
an loT system?

Example: Smart Home
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How do we communicate data
across an loT system?




Example: Smart Farm
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How do we structure
an loT system?

Example: Smart City
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» City-scale loT deployment.

» 18,000 sensing points.

» Qutdoor deployments, Mobile nodes, Human interaction.

» Real City Services — Continuous operation.

» Large variety of sensors — Large data.

» Business models and sustainable exploitation combining
research & service support.




Parking sensor node . To be deployed buried in

() the asphalt . At the corresponding load /unload

area, bus stop or handicapped-reserved space.

A Repeater . To be deployed at available street
lights or traffic lights

{ Gateway . Connected to Intemet/intranet.

“=_ Radio link

O Park irrigation monitoring sensor. To be
deployed buried in the ground.

A Repeater. To be deployed at available street
lights or traffic lights.

@ Gateway. Connected to Internet/Intranet.

“x__ Radio link

—— Wired link

Internet / Intranet

node. To be placed on vehicles.

Repeater. To be deployed at available
street lights or traffic lighs.

@ Gateway. Connected fo Intermetintranet.

k 802.15.4 link
“2_ GPRS link

@ Environmental monitoring _sensor
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Example: Smart City

What Makes a Smart City?

Multiple Applications Create Big Data

Connected Plane %
40 TB per day (0.1% transmitted)

Connected Factory

1 PB per day (0.2% transmitted)

Public Safety

50 PB per day (<0.1% transmitted)

(WIFI, Bluetooth)
& Farmer
Weather Sensors
10 MB per day (5% transmitted) 5 GB per day (1% transmitted)
-
aleli Source: Cisco Global Cloud Index, 20, 20|
cisco
Or «F> «Er 2> E DA e B B

Intelligent Building

275 GB per day (1% transmitted)

A city of
one million 5 TB per day (0.1% transmitted)
will generate
200 million gigabytes m
Of data per day 70 GB per day (0.1% transmitted)

loT Application Example & Main Components
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It's all in the Cloud

Green Awareness in Action

» Educational buildings constitute 17% of the non-residential

building stock in the EU

» Wide variety of buildings of different ages (some built around

1950s)

» Expensive to renovate existing buildings
» Affect the behavioral characteristics of the buildings users.

» Educational community:

1. students,
2. educators,
3. parents,
4

. researchers.




Green Awareness in Action

SWEDEN

1 HIGH SCHOOL

1400 STUDENTS, 110 STAFF
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Green Awareness in Action
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loT infrastructure inside buildings

» |oT nodes installed to monitor the power consumption of the

building as a whole, or specific floors/sectors.

» |oT nodes installed in classrooms and other supporting rooms

to monitor a set of environmental parameters such as
temperature, humidity, activity and noise levels.

» loT gateway nodes installed in central points of the building
to bridge the loT nodes that communicate using IEEE
802.15.4 with the Internet, while gateways communicate

directly with GAIA cloud services

loT infrastructure inside buildings

» Arduino-based devices measuring indoor environment.

» Rasberry-based devices measuring indoor environment.

» Positioning of loT devices within school rooms.

» Positioning of loT devices at electric box.




loT infrastructure inside buildings

Temperature
Atmospheric Pressure
Wind Speed

Wind Direction

Electrical Current Motion/Movement

Environmental
Light/Luminosity
Voltage Noisa
Apparent Power External Relative Humidity
Relative Humidity
Apparent Energy Rain Height
Power .
Active Power commm— -
Power Consumption
Power Consumption
Caloulated Power Consumption External Temperature
Air External Air Contaminants

External Ammonia Concentration
External Carbon Monoxide Concentration

External Carbon Dioxide Concentration
External Oxygen Concentration

Carbon Monoxide Concentration

Methane Concentration

Sample Application: Students

» Classic board game logic

» Students move through the board
by answering questions from
“challenges”

» Gradually the game board becomes
more “alive”

» Students can see the progress of

other schools

Sample Application: Students

Sample Application:

» Continuous
monitoring

» Building comparison

» Real-time suggestion

49,268 kWh 30,239 kWh 29,922 kWh 60.136 kWh
| g




Data Analysis: Infrastructure Monitoring
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Data Analysis: Comparative analysis
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Cloud-based System Architecture

Annotated
Data Streams

Comparative K

“‘. Access . .
19 Ct;n:ec:ed Authorized Q fe]
chools Users B 5
Sensin, People-centric
880 Semsine i) P

Points

Applications

Identity

Raw Sensoﬁ%

Fiber / xDSL

802.11
801.15.4
Networks

External Data
Sources

See

/
%

ey

| Outliers Removal
5-minute moving |
window average |
' Detect & Fill-in
. Missing Values
Application #1
Linear Regression
Application #2

\
/

J

7

s LN
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Analysis Specific Analysis

Internal Mechanisms
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M2M Applications and Cloud Computing

Cloud-only Computing Models Inadequate
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Edge Cloud Computing in a nutshell The Move to the Edge — What is the Edge?

Motivation The edge differs for Tier 1 Cloud providers and network operators like Vodafone

Application deployment

Macro &
Small Cell AA{‘
Network (1)

Consumer,
Femto m —

Entypllse%

Edge Cloud  Telecom Network

4G small cells

<>

Devices, Things The Edge Telco Core  Hyper-scale Cloud

The Fog

* Some mobile network functions cannot be fully
centralised fora country or region.

+ Some 3 party applications don’t work well when
centrally deployed purely in a hyper-scale Cloud or
on a device (e.g. poor responsiveness, not
sufficiently real-time, poor battery lifetime of
devices).

Solution

« Introduction of distributed cloud computing.

« Software deployment closer to devices, at the
“Edge” of telecoms networks orin the “Fog”.

Role of operator

* Provides edge cloud computing infrastructure

* Hosts own software + 3™ party applications there

Provides value-added services to hosted

applications at the Edge through APIs

Enables completely new applications and
improves QoE for existing applications

Network Operator’s Edge

Edge Locations: Potentially: Gi-LAN, BBU-hotel,
access network hub, base station, fixed access
network component, cable network component

Saas,
®
alaas
E Core

N etwork

Cloud computing servers at
the edge

Gi-LAN: Operator's service LAN, BBU: base-band unit
C1-Public

Amazon’s Edge

AWS Edge Locations: Amsterdam, The Netherlands (2), Dublin, Ireland,
Frankfurt, Germany (3), London, England (3), Madrid, Spain, Marseille,
France, Milan, Italy, Paris, France (2), Stockholm, Sweden, and Warsaw,

Poland I

0 ; Ohd
. .:. . . .
oo .
.
Edge computing in more than 190 countries .




Move to the Edge — What’s the Motivation?

Qok, latency, bandwidth

Network operator’s view

... to help our customers achieve
* better QoE,
* lowerlatency,

* higher throughput for delay-

sensitive, CPU-hungry, real-
time services,

* longer battery lifetime,
* more privacy,
* new 4G/5G services (for

enterprises and consumers)

Amazon’s view

“.. to help our customers achieve
* lowerlatency and
* higher throughput, and

* to ensure that their data
resides only in the Region
they specify”

1) Src: http://aws.amazon.com/about-aws/global-infrastructure/

loT, Cloud and 5G converging

Common Functionalities

Cloud

+ Move computing closer to users
+ Make use of distributed resources
+ Support multi-tenancy

+ Closer interoperability and
integration of applications

+ Support diverse devices, apps,
environments, ...

+ Manage distributed resources

Secure distributed resources

5G

Shared Technologies

Cloud loT

Virtualization, NFV, Container,
Micro-services, ...

+ Architecture for moving computing
functions around

+ Service automation technology
+ Ways to use distributed resources
+ Ways to support multi-tenancy :

+ Lifecycle management of devices, @
¢ apps, resources, and systems ¢
’y.EZEsecurity . 0’

.
. i [y
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None of these is

unique to Cloud,
loT, or 5G 56
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Edge Computing
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Main Architectural Levels
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Main Architectural Levels
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Sensors, Devices, Machines,
Intelligent Edge Nodes of all types

Main Components and Processing Stages
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Deliver Data to the Analytics

Traditional approach so far...

Cloud

Data
Big Data
Analytics

- Ej! - loT Devnce
Applications Analyllcs

Analyze Data in the Right place

Traditional approach so far...

Cloud Data
Big Data
Analytics

- & j! - loT Devu:e
Applications Analytlcs

Fog computing: distributed analytics from Cloud to Source




